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The present Research and development (R&D) describasla analyzer folaukika
Sanskrit. The system called KAS (Karaka Analyzer for Sahskris a partial

implementation and is live dittp://sanskrit.jnu.ac.ifistripped down version included in

the CD) will be required for any processing of Sanskrit fordamyatural Langauge
Processing (NLP) tools. The KAS takes as input unicisd@an gar sandhi-samsafree

text and returnk rakaanalyzed text as output

Developing a M(A)TS with Sanskrit as Source Language (Shyery important and
challenging. It is important because Sanskrit is the only langimabpelia which can be
truly considered a ‘donor’ language. The vast knowledge resemv&anskrit can be
‘transferred’ (read translated) to other Indian languages withh&ip of computer.
Having Sanskrit as the SL is challenging because of theudiff in parsing due to its
synthetic nature in which a single word (sentence) can run up togg® 8 bha a’s
K dambar)®.

Sanskrit is an inflectional language and words in sentencgioésrmation about entities
in terms of stem, endings, gender, case, number and casierreivhile verbs denote
activity, function reaction, mode, voice, tense, person, nuneber Extracting and
annotating this information is the first step towards understandirigrigeage. Therefore

analyzingk rakarelation becomes critical for any larger NLP system.

P ini discussek raka[A 1.4.23- A 1.4.54] andvibhakti[A 2.3.1- A 2.3.73.) in
different chapters of A dhy y. K raka is the underlying sense of tiwbhaktis and
vibhaktis are the markers df raka. K rakas are not compulsory for eagiadain a
sentence, butibhaktisare. So, the basic problem is correct identification and mambing
k raka and vibhakti in a sentence. The task becomes slightly easier, if ¢l i

correctly identified and analyzed because mlamgkarules in P ini assume the verb in

! Jha et al., 2006, ‘Towards a Computational Analgsistem for Sanskrit’, In the ‘Proceedings of First
National Symposium on Modeling and Shallow Pargifitndian Languages, Apr.2006, IITB, Mumbai



the center. Secondly, excdgrt k raka all otherk rakasare expressed only if they are
un-expressedufiabhihita)by any other means (like , k t, taddhita sam saor nip ta).
If they are expresseadlghihita), they show akart k raka.

Vibhakts can be classified in three groups viz.raka vibhaktj upapada vibhaktand
others. The verbal knowledge acquisition from a sentence dependsstmidture, which
involves syntax and semantids. rakas express the meaning underlying thiehakts
which markk rakas Kart , karmanetc. are thd rakas andvibhaktisto mark them are
pratham anddvity respectively. livibhaktiis ordained according to thkeraka then it
is calledk raka vibhakti But if vibhaktiis ordained according togadathen it is called
upapada vibhaktiVibhaktismay also be ordained without referencek toaka or pada
Suchvibhaktis fall in the category of others. More than owibhakti can be used to
express on& raka. For instancepratham, tty and a h vibhaktisare used ifkart

k raka. Similarly, pratham, dvity , tty , caturth, pacam, a h and saptam
vibhaktisare used irkarmank raka. In other words, a singlk raka can be found in

more than ongibhakti

For a sentence to be meaningfully complete, it must haverectkrraka relation which

is assigned by the verb to a participating noun. Based on this reqoireghesambandha
(genitive) is excluded from the following list df rakas in Sanskrit - thekart
(nominative) karman(accusative)kara a (instrumental)samprad na (dative),ap d na
(ablative) andadhikara a (locative). K raka processing is done at three levels —
morphological, syntactic and semantic. On the surface leweliddntification of verb,
subanta upasargaand avyayaetc. will be done first, and then the verb adndaka
semantics is analyzed. In this work, thihakti endings and associatddraka are
analyzed for sentence comprehension. This approach is comparablbaenitioad class

of vibhaktiandkarakabased grammars such asiRi and later grammarians.
Research Methodology
Identification of k raka and vibhakts are based on a rule-base and example-base

developed on the basis lofraka formulations of P ini and later grammarians. The KAS

does a lot of string processing, database checking according fdltwing model



Input text
Preprocessing
ti antaAnalyzer
avyayaAnalyzer
karmapravacarya
*Other pada[anya& pratyay nta)
supAnalyzer
*Disamiguator
k rakaanalyzer
Output text

*components not implemented in this release

Please refer to appendix IV for screen shot of the onlin€ KA

The rule-base of Pini's all k raka and vibhakti formulations is in the form formal

statements in the following format —

rle # P ini k rakarule no

rule k rakas tra

con conditions under which rule applies
res the outcome of the rule

fs formal statement of the rule

pc pseudocode for implementation

An example of the above format follows —

rle # Al441

rule anupratig a ca



con verb rooty prefixed withanuprati

res kart of prioract sampradna
fs { sampradna(kart [ prior act (prati/’ +g vb)])}
pc check verb form for condition

if true then locat&art

assignsamprad narole

The present R&D

The highlights of the present research is summarised as-under

verb identification and analysis (ch2)

karmapravacatrya identification (ch3)

avyayaidentification (ch3, ch4)

subantaidentification module (ch3,ch4)

a rulebase of Pani's k rakaformulations (ch3)

K rakaanalysis of the Sanskrit text based onvibdaktimarking (ch4)
K raka Analyzer for Sanskrit (KAS) engine (ch5)

The work assumesandhiandsam sa free input for which a corpora of approximately
140 texts have been collected. A partial implementation has beenrddaea/JSP and
RDBMS (MS SQL server).

This research work is organized as follows-

Chapter 1 : Indian Language Technology and Computational Sanskrit
Chapter 2 : Centrality of Verb in Rni’'s K raka System

Chapter 3 : Th& raka System of P ini

Chapter 4 : Th&ibhakti System of P ini

Chapter 5 :K raka Analysis System (KAS)

CONCLUSION






1.0 Introduction

Sanskrit enjoys a place of pride among Indian languages in térieshnology solutions
that are available for it within India and abroad. Also in teohsommitted groups
working on it in a mission mode all over the globe. The Indian govent through its
various agencies has been heavily funding other Indian languages cforoltegy

development but the funding for Sanskrit has been slow for a vafiegasons. Despite
that, the work in the field has not suffered. The followingisaestdo a survey of the

language technology R&D in Sanskrit and other Indian languages

1.1 Survey of IL technology R & D

The Desika system developed by Indian Heritage Group, C-DAC, Bangalorbyle®l
Ramanujan, claims to lmeNLU system for generation and analysis for plain and accented
written Sanskrit texts based on grammar rule® oini's A dhy y . It also claims to
analyze Vedic texts. The system also claims to apply an ekmusatabase of
Amarakoa and heuristics of semantics and contextual processing Ngnya and

M ms stras.In the latest version of the system, which is freely downlbled@aom

the TDIL (Technology Development for Indian Languages) site, only sti@anta
generation is providedThis module has two modeshoose modedeclines for the

pr tipadikas already present in the list aadit mode declines for the entries which are

not present in the list for which suitable gender and paradignidsheiselected.

Sanskrit Authoring System (VYASA)® project of C-DAC Bangalore claims to be a
multipurpose tool for Sanskrit — from being a multi-script ediboa tanguage processing
and interpretation tool. It also says that it provides tools hatyses at morphological,
syntactic and semantic levels. Tools for searching/indexingigptexical acquisition ,
lexical tagging, extraction/indexing of quotations in commentaxgAnations,
transliteration facility, word split programs faandhi and sam sa poetry analysis
(textual/metric/statistical), statistical tools like corgamce, thesauri, and electronic

dictionaries are also said to be included.

2 Desika,http://tdil.mit.gov.in/download/Desika.htgaccessed: 7 April 2005).
% Pento Paper, The House Magazine of C-DAC,
http://www.cdacindia.com/html/connect/3g2000/arth@a# (accessed: 7 April 2005).




Rashtriya Sanskrit Vidyapeetha (RSV) Tirupati has been working on developing
linguistic resources for NLP in Sanskrit. Prof. K.V. Ramdim@macharyulu, and Dr.
Srinivasa Varkhedi along with Prof. Vineet Chaitanya and ArRbaKulkarni have
initiated many projects and have developed many toolspiida-cchedalt segregates
Sanskrit compound words into its components. It works on Sanskrit 18&lin Linux
environment. They are also working on developing Sanskrit Morphologitly2er. An
initial analyzer developed in collaboration with 11IT-Hyderabali®ady online. Apart
from this it is also concentrating é&ndantaandti antaanalyzers and also generators for

subanta, tiantaandsam sa.

Academy of Sanskrit ResearcASR), Melkote under the directorship of Prof. M.A.
Lakshmitatachar has been working ®n bdabodh& project of TDIL. It is said to be an
interactive application built to analyze the semantic andasyic structure of Sanskrit
sentences. It has two sections- user input and input file. bjget provides the user to
input any sentence and shows the corresponding syntactically comssitience and
otherwise shows all the morphological details. Input file seqifomides the user to input
any file name and shows the corresponding syntactic file. ysiera is working on DOS
version 6.0 or higher with GIST shell platform. It is said ¢oam interactive application
built to analyze the semantic and syntactic structure ofkBassntencesThis software
works on DOS 6.0 or higher with GIST (Graphic based IntelligencptSbechnology)
shell on Windows 95 platform. The software is said to include a ingenface. This
claims to process all types of sentences of Sanskrit, and arafiehgeneration and
analysis ofsubantaof more than 26,000 stems, anta conjugations of roots, in two
voices, tenlak ras and three modes vikevala ti anta, ijanta and sananta It also
handles the generation and analysis and identification of ciesetéd forms of 11 types
of k danta of 150 roots. Apart from this it is said to have a datalbh$890 avyayas
26,000 nominal stems, 600 verbal rodtgjanataforms of 600 verb roots, addhita
suffixes. For handling the semantic analysis, a matrix of 52 a&fenhouns with their
synonyms amounting to 300 nouns, 27 actions denoted by nearly 200 verbil dce sa
have been preparédThis institution is also working with 20 odd software tools like

Bodha (Sentence disambiguation system according tedabodhaof navna nyya

* Shabdabodha, TDIL, Gov. of Indiattp://tdil.mit.gov.in/download/Shabdabodha.htaccessed: 7 April
2005).

5 Language Processing Tools: TDIL webslkt#p://tdil.mit.gov.in/nlptools/ach-niptools.htaccessed: 7
April 2006)




system), emu (subanta generator/analyser)Praj (ti anta generator/analyser),
Cetan (k danta generator/analyser), Ani (sandhijoiner according to Pinian rules)

etc. which are in the pipeline for reledse.

Resource Centre for Indian Language Technology SolutiongRCILTS) — Oriya
Centre, Utkal University, led by Prof. Sangamitra Mohantylesen working on ORIDIC
(e-Dictionary Oriya  English Hindi), OriNet (Oriya Word Net) and Sanskrit
WordNet, Trilingual Word Processor, Grammar and ORI-SPELIECHK (Oriya Spell
Checker) and Oriya Morphological Analyser (OMA) and also Oriyecivine Translation
(OMT) System. He claims to have developed a proto-type n§kdi WordNet using
Navya-Ny ya and P inian Grammar. It has 300 Sanskrit words (250 Nominal words and
50 Verb forms) having synonymy, antonym, hyponymy, hypernymy, holonymy and
meronymy relations with their analogy, etymology, and definititiredso claims to that a
standard Knowledge Base (KB) that has beendeveloped for zamply
syntactic, semantic and pragmatic aspects of any lexidas.Jentre is also developing
POS tagger and shallow parsers for Oriya. He has develop&@C&nsystem named
DIVYADRUSTI ‘. He claims that through this system printed Oriya documemtea
recognized with up to 97% accuracy and this is integrated with-TieeSpeech (TTS)

system.
Central Institute of Indian Languages (CIIL, Mysore)

The New Linguistic Survey of India (NLSI) initiative by CIlIMysore under the
leadership of Prof. Uday Narayan Singh is commendable andaiig do have far
reaching impact in this field. The presentation made by Praft8at LS| conference at
BHU gave details of the project. A massive training prognamof linguists was

successfully conducted at the CIIL recently.

Besides the NLSI, the CIIL has developed 45 plus million wampard in Scheduled

Languages under the scheme of TDIL. These are the domaificsperpora in the area

6 Academy of Sanskrit Research, Melkdtdp://www.sanskritacademy.org/About.hfaccessed: 7 April
2006)

’ Divyadrusti, RCILTS, Utkal Universityhttp://www.ilts-utkal.org/ocrpage.htigaccessed: 7 April 2005).
8 Singh, Uday Narayan, 2006,™8ll India conference of Linguistics, BHU, Varanasi

° http://www.ciilcorpora.net/




of newspaper, Child language, Pathological speech/language Sistach error Data,
Historical/Inscriptional databases of Indian languages. They Raxt-of-speech (or POS)
tagged corpora and chunked corpora. This corpora was created as perStatidard
Code for Information Interchange or Indian Script Code for Informatiiard¢hange
(ISCII) format. The CIIL has converted this data in Unicodecollaboration with the
Lancaster University. The Institute is now developing corporkanguages like Bodo,
Dogri, Maithili and Santali. The institute are providing #hesita free of cost to research
purpose. The CIIL has started major prdjcin Linguistic Data Consortium for Indian
Languages (LDC-IL). Prof. Udaya Narayana Singh, Direc@dil, made a presentation
on August 13, 2003, about the concept of such a consortium and need fmgcitea
same by the Ministry of HRD. The vision of this projectascbllect data to provide
speech-to-speech translation from each and every language spoken inSknchaa
system would include unlimited vocabulary speech synthesis and reeogyistems for
every Indian language coupled with machine translation systemsedietihose
languages. The objectives of the project are Developmerdtamdards, tools and
linguistic resources (datasets) for the fields of Online HV@Rline HWR and OCR,
Promotion of development of these technologies and Promotion of develomine
important and challenging applications of these technologies ircahtext of Indic

languages and scripts.

Language Technology and Research Centre (LTRC), IlIT-H is one of the leading
NLP centres in India. Prof. Rajeev Sangal and Prof. Vinéeit@ya with the Akshar
Bharatt* group have developed many NLP tools for Indian languages like Morphological
Analyzers, Anusarakas Shakti Machine translation System. Morphological Analyzers
for Hindi, Telugu, Marathi, Kannada and Punjabi were developgadm®of Anusaraka-s
and now presently they are made available online and also can hdded from their
website. Telugu Morphological Analyzers is said to have coee@g95% for any

arbitrary modern standard Telugu text and Hindi Morphological Analyhass 88%

10 http://www.ciilcorpora.net/ldcil. htm#intro

1 Akshar Bharati, is a personification of groups K@K, IlIT-H, University of Hyderabad, etc.) workin

on NLP with special emphasis to Indian Languagemgidue attention to Indian theories of grammat an
language.

12 Anusaaraka or a Language Accessor is a computerase which renders text from one Indian language
into another (Kannada-Hindi, Marathi-Hindi, Punjdbindi and Telugu-Hindi). It produces output not in
the target language but close to it, which is impoehensible to the reader who is trained to read t
output.



coverage:> Morphological Analyzers for these languages were developed bpsache
paradigm mode'!? For a given word the Morphological Analyzers gives the root word

with its feature information like gender, number, person, teftse

Sanskrit Morphological Analyzers was developed by Vinish Jain, dedh. student of
IIT-H under the guidance of Amba P. Kularni, which was a furtterelopment of an
earlier working Sanskrit Morphological Analyzers developed at AS&kote. This
Morphological Analyzers used a lexicon derived from Monier Willimiictionary. This
could only handlesubantas. Later with the collaboration of RSVP Tirupati, the present
Sanskrit Morphological Analyz& was developed by Amba P. Kulkarni and V.Sheeba.
This Morphological Analyzer has separate modules to hasublantati anta, kdanta
andsam sa subantamodule contains 222 paradigms for nouns and pronouns with a root
dictionary of around 1.5 M words extracted from Monier Williamgiadmary. ti anta
module has a database of ~10 M verb forms (no prefixed vérlgnta module can
handle ~42 K of 20 types &f danta This approach has the advantage of developing
further without disturbing the main program, as the program is emtemt of data and
also more modules can be addéd.This Morphological Analyzer can handle only
sandhifree text and cannot filter the multiple tags and disambggitdor a single word

in a given context.

RCILTS (CFILT - Marathi), IIT-Bombay, led by Dr. Pushpak Bhaharya has been
working on creating Lexical Knowledge Bases like Wordnet , tokés Norphological
Analyzer and Parts Of Speech (POS) taggers for Hindi and hMaaatd MTS with
Universal Networking Language (UNL) as interlingua. WordnetHordi and Marathi
with lot of literature on it can be downloaded from the OFfiortaf®,

KB Chandrashekar (AU-KBC) Research Centre, Anna Univerbigdras Institute of

Technology, Chennai is working on Tamil NLP. Among many other Nhéeavors,

3 Morphological Analysers — IIIT Hderabachttp://www.iiit.net/ltrc/morph/morph_analyser.html
(accessed: 13.10.2006)

!4 Bharati, Akshar et al, 1999, Natural Language seing: A Paninian Perspective, Prentice Hall Bt
New Delhi, pp.39-43.

% pid..

16 RSVP http://rsvidyapeetha.ac.in/~anusard&acessed: 13.10.2006)

17 Bharati Akshar, Amba Kulkarni, V Sheeba, “BuildiagVide Coverage Sanskrit Morphological
Analyzer: A Practical Approach”, in the Proceedimf$-irst National Symposium on Modelling and
Shallow Parsing of Indian Languages, 2-4 April 2006 Bombay, Mumbai

18 Resource Centre for Indian Language Technologyt®ois (CFILT) -http://www.cfilt.iitb.ac.in/
(accessed: 14.10.2006)




AU-KBC has developed Tamil-Hindi Machine Aided Translation (MAystem on the
model of Anusarakawhich is said to have a performance of 75%. This MAT esgst
requires a Morphological Analyzer, which uses the Paradigm-bagpwbazh and
implemented using Finite State Mechanism. This Morphological &Zealis said have
coverage of 95% on Central Institute of Indian Languages (Gititpus. Both these
systems have a demo and online service on their wéBditds centre claims to have
built a Hybrid POS Tagger. This is said to be a combinatioHMM based statistical
POS tagger and a rule-based tagger using a Viterbi Algorittms. hybrid tagger is

claimed to give an accuracy of 97.13%.

Huet?, Director, INRIA has developed various computational tools for Sanskrit like
declension engine, conjugation engine and Sanskrit reader. Thenglenl engine by
submitting Sanskrit stems with intended gender can decline inrtbhreber and all cases.
The conjugation engine can conjugate any root in present (witheactiiddle and
passive), imperfect (with active and middle), optative tiiwactive and middle),
imperative (with active and middle), future (with active andidte), and perfect tense
(with active and middle) in alja as It also gives a few participle and indeclinaklé
forms’% He claims that from 535 roots, his engine generates 14554 noun drBe85
root verbal forms, 203281 root participial forms, 143itland periphrastic forms, and
737 indeclinable forms, totaling roughly half a million foffhs The Sanskrit reader is
able to segment simple sentence and analyse sandhi from compagreisch word and

parse the input.

AIBA Tooru has developed VASIZ (Verb Analyzer for classical Sanskrit by Aiba). He
claims that through this system Sanskrit verb in present (irclut#cative present,
indicative imperfect, optative and imperative), Aorist,rféet, Future (Simple and
Periphrastic), Passive and Causative, Past Passiveiftestiof verbs with nominal
endings can be parsed. He used 11 types of input fonts for SaaskritPali

transliteration.

19 AU-KBC Research Centrehtitp://www.au-kbc.org/frameresearch.htatcessed: 15.10.2006)
2 Arulmozhi, P. et al., 2006, ‘A Hybrid POS Tagger & Relatively Free Word Order Language’, in the
Proceedings of MSPIL, IIT-B, Mumbai
z; Huet, Gerardhttp://sanskrit.inria.fr{accessed: 7 April 2005).
Ibid.
2 Huet, Gerard, 2006, Parsing Sanskrit by Comp(astract) in the Proceeding of thé"Morld
Sanskrit Conference, Edinburgh, UK
24 Aiba Tooru,http://www-asia.human.is.tohoku.ac.jp/demo/vasialhfaccessed: 7 April 2005).




Scharf and Hyman have developed Sanskrit Digital Libratyln a web-based reading
room of the library has database of iri'sA dhy y, Pa catantrg R mop khy naand
Visnupur a. Whitney's Root, Verb- Forms, and Primary Derivativesthef Sanskrit
Language have also been stored in database and can be seamchadyfrverb root to
present, perfect, aorist and future tense forms with verbaisfoderivatives, passive,
intensive, desiderative and causative forms. These falplay in - Sanskrit,

CSX, Unicode and Manjushree CSX. The reader gives the text Devanagariwith
Roman transliterationsandhi analysis, a detailed grammatical analysis and lexical
analysis of the text, with notes and translation. As parnhdépendent-study texts, a

detailed classification of grammatical categoriessgagis made.

Nominal®® paradigm generation has been developed by Malcolm Hyman andNPeter
Scharf. In this system stems can display in Roman SanRaian Unicode, Roman
CSX, Roman Manjushree CSX and Devanagari Unicode. Seven tiypasadigm (Noun
Adjective, Comparative Adjective, Pronoun/ Pronominal AdjegtiCardinal Number,
Present Active Participle Class, Future Active Particgrid Perfect Active participle) are

used in this system. Gender information is also mustindtication of paradigm.

Shivamurthy?’ has developed Ganakashtadhyayi. In this software, he has included
Shivastra, Praty h ras, Stra ptha, Pada ptha, abdarupa, dhturupa,
LaghukaumudiSiddh ntkaumudiand Anuv ttis of A dhy y . He has also translated all

of above in French language. Currently he has added forward Sandisyse Sandhi

system is only able to do some forward Sandhi.

The KBCS program of NCST is developing a Malayalam languagatence

comprehension systéfrwhich is based on kaka-vibakthi chart analysis and mapping.

% peter M. Scharf and Malcolm D. Hymdritp:/sanskritlibrary.org(accessed: 7 April 2005).

26 pater M. Scharf and Malcolm D. Hymadnttp://sanskritlibrary.org/morpi{accessed: 7 April 2005).
2TDr, Shivamurthy Swamhttp://www.taralabalu.org/panin{accessed: 7 April 2005).

2 vivekQuarterly journal on Atrtificial Intelligennce, NOSMumbai,
http://www.ncst.ernet.in/kbcs/vivek/issues/13.2/samsumam.htm{accessed: 7 April 2005).




Bharati®® et. al. (1990) has adopted the Sanskritaka based approach for Indian
languages analysis. It has been used for building a parser forfbliredprototype MTS.
The base of this system ksraka structure which is fundamentally different from case.
According to Kiparsky “The pivotal category of the abstract sytitaepresentation are
thek raka, the grammatical function assigned to nominals in relatiainé verbal root.
They are neither in themselves but correspond to semantics acctwrdules specified in
the grammar and morphology according to other rules specifie@ igrimmar”. For the
task ofk rakaassignment, the core parser uses the fundamental prindiplesna and

yogyat in this system.

Sinha®® (1989) has explored the possibility of a Sanskrit based word-expert fioodel

machine translation among Indian languages.

Briggs®'(1985) claims that the straic Sanskrit being a Natural Language (NL) is most
suitable as an interlingua for MT. In his opinion, the early Mforées failed since there

was no known method for extracting semantics from syntax.

RCILTS®? J.N.U., worked on database @& dhyy according to sequence of
Siddh ntakaumudiand P inian formulation. V tt and bh ya is also used in the
interpretation of stra. They claim to have developed verb and nominal conjugation
engine and also stored Sanskrit words in database for bilingual Bdesicon and a
lexicon ofNy yaterms. Girish Nath JA3 has developed a Nominal Inflection Generator
for Sanskrit using Prolog as part of his M.Phil. dissertafidns program generates all
the inflections of subanta given a Sanskrit word with gender and ending letter

information.

B. N. Patnaik®* the renowned linguist (formerly at the IIT Kanpur, and now at CIIL

Mysore) has worked on VASISTH (the anaphora resolution system)hwisica

29 Bharati, A., Sangal R., 1990, “A karaka based apgh to parsing of Indian languagesfoc of the 1%’
COLING vol 3, pp 30-35inland.

30 R.M.K. Sinha, 1989, “A Sanskrit based Word-expeaddel for machine translation among Indian
languages”Proc. of workshop on Computer Processing of AsiamguagesAsian Institute of
Technology, Bangkok, Thailand, Sept.26-28, 198982991.12.

31 Briggs, Rick, 1985, Knowledge representation inskait, Al magazine

32 RCILTS, School of Computer & System Science, JNew Delhi

33 Jha, Girish Nath, 1993, ‘Morphology of Sanskris€affixes: A Computational Analysis’, M.Phil.,
submitted to JINU, New Delhi.

34 http://tdil.mit.gov.in/LexicalTools.pdJanuary, 2003), page 49




multilingual system. VASISTH was developed and tested for y¢dan, and then
modified for Hindi. It is well known that pronouns often have moentbne possible
antecedent. The pronoun resolution mechanism of this system caghterambiguity. It
can easily be extended to handle other Indian languages as wellgemmally, other
morphologically rich languages. He has a lot of work on data-pliogesyntax etc. He
has completed (as an investigator) a major project on KnowlBdged Computational
Linguistic Research for Indian Languages which is sponsored liaMeb-Asia in

collaboration with the Media Lab- MIT, USA.

Special Center of Sanskrit Studies, J.N.U.

R&D on several language processing tools and lexical resourcebéavanitiated at the
Sanskrit Center, JNU under the supervision of Dr. GiristinNBh& since 2002. The details

of the work is available dtttp://sanskrit.jnu.ac.inSome of them can be described as

follows -

R. Chandrashek#ras part of his Ph.D. thesis has developed a tagset for SariBkst
Parts of Speech (POSjagger developed as part of this thesis is online at
http://sanskrit.jnu.ac.inThe Sanskrit POS tagger runs on Apache Tomcat platform using
Java Servlet and MSSQL server 2005 as back end and uses ataggeing 65 word

class tags, 43 feature sub-tags, and 25 punctuation tags arabddl to tag unknown
words a total of 134 tags. A single tag is a combinationatiwlass tag and feature
sub-tags. The word class tags are 8 Noun tags, 8 Pronoun tagse@iv&djags, 9
Participle tags, 2 Number tags, 14 Compound tags, 11 indeclimgsiemnd 10 verb tags.
Feature tags are three gender sub tags (p,s,n); 8x3 = 24 (N@as@land Number tags
(2.1 through 8.3); 4 Verb base modifying tags (Nd, Yn, Sn, Ni); GalePreposition
(UPA); 2 Padatags (P and A); 3x3 = 9 (Verbal) Person and Number tags (1.1 through
3.3).

Subash Chandtaas part of his M.Phil. dissertation, has worked on a Sarssianta
Recognizer and Analyser System. The system thus dedelpaeline at

http://sanskrit.jnu.ac.irand runs on Apache Tomcat platform using Java Servlet and

% R. Chandrashekar, 2006, ‘Part-Of-Speech TaggingsBaskrit’, submitted for Ph.D. degree at SCSS,
JNU, New Delhi.

% Chandra, Subash, 2006, ‘Machine Recognition antphtdogical Analysis of Subanta-padas’, submitted
for M.Phil degree at SCSS, JNU, New Delhi



MSSQL server 2005 as back end. This system has been delatoymeding to P inian
formulation which accepts onBandhi-rahitaSanskrit text irDevan gari script
(Unicode) and fully depends on both the rule base, exampleabdsedatabase of other

linguistic resources. The system claims to give an geeaacuracy of 91.65% accuracy.

Research work is also being done on learning Sanskrit language ex@agning
approach by Preeti Bhownfil ti anta analyzer using reverse Fnian and database
approach by Muktanaid sandhianalyzer applying Pinian and some heuristic rules by

Sachirf®, and gender analyzer for NPs by Manji Bhadra.

1.2 IL-IL MT Systems in India

Centre for Development of Advanced Computing (C-DAC) with fundioghfMinistry
of Communications and Information Technology, Government of IndRAC-is
committed to design, develop and deliver advanced computiagons for human
advancement. The Applied Artificial Intelligence (AAIl) groupGxDAC is working on
some of the fundamental applications in the field of Natusalguage Processing,

Machine Translation, Intelligent Language Teaching and Dec&import Systeni

In 1990-91, Government of India launched TDIL (Technology Development foarindi
Language) program for development of corpora, OCR, Text-to-Spddelkchine
Translation and language processing tools. India is a multi-lingoahtry with 22
constituent languages with 10 different scripts. Only 5% of mg@pulation can work in
English. Two percent of the world’s languages are becoming exussly year. Four
European languages (English, German, French and Spanish) comprisethmn 80
percent of all book translations. There is a worldwide unquabitfiarosion of cultural

participation and innovation. With the loss of a language, we lbsed ideas, scientific

37 Bhowmik, Preeti & Jha, Girish Nath, 2006, ‘Sanskanguage Pedagogy: an e-learning approach’,dn th
Souvenir Abstracts of 8AICL, BHU, Varanasi, p.150.

38 Agrawal, Muktanand, 2006, ‘Computational Identifion and Analysis of Sanskrit Verb-forms’, In the
Souvenir Abstracts of 8AICL, BHU, Varanasi, pp.126-127.

39 Kumar, Sachin & Jha, Girish Nath, 2006, ‘Issuesdndhi processing of Sanskrit’, In the Souvenir
Abstracts of 28 AICL, BHU, Varanasi, p.129.
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information and innovative capacity, knowledge about medical plantp@pdrations
that could cure maladies. Gap between scientific contributiohsguistic communities
is widening. Every year, about 46,000 journals and over 80,000 bookseimceci
technology are published. Most of this is in English, and negligibkhe languages of
developing economies [INSDOC, 2000]. According to Dr. Om \fkake Development
of Language Technology in India may be categorized in three pas$elfows-
Technology Phase (1976-1990)
Focus was ormdaptation Technologies; abstraction of requisite technological,
designs and competence building in R&D institutions.
Technology Phase (1991-2000)
Focus was on developing Basic Technologies - generic infamatiocessing
tools, interface technologies and cross-compatibility conversion
Technology Phase (2001-2010)
Focus is on developing Creative Technologies in the context of gemar of
computing, communication and content technologies. Collaborative technology

development is being encouraged

The Anusaaraka® project originated at IIT Kanpur, and later shifted mainly te th
Centre for Applied Linguistics and Translation Studies (CALTSgpd&tment of
Humanities and Social Sciences, University of Hyderabad.ak funded by TDIL.
Today, the Language Technology Research Centre (LTRC) at Hiderabad is

attempting an English-Hindi Anusaaraka MT system.

Anusaaraka is using principles of Fhian Grammar (PG) and exploiting the close
similarity of Indian languages, an Anusaaraka essentially nhage word groups
between the source and target languages. The project has ddJedogeiage Accessors
from Punjabi, Bengali, Telugu, Kannada and Marathi into Hindi. Tpyercach and

lexicon is general, but the system has mainly been appliethildren’s storie¥.

“1 pr.om Vikas, UNESCO Meeting on Multilingualism f@ultural Diversity and Universal Access in
Cyberspace: an Asian Perspective, 6-7 May 2005,
http://portal.unesco.org/ci/en/files/19214/11172PDPOm_Vikas.pdf/Om_Vikas.pd&ccessed: 7 April
2007).

“2 Anusaarakahttp://www.iiit.net/ltrc/Anusaaraka/anu_home.htatcessed: 7 April 2005).
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The Anusaaraka does not do sentential analysis because it sexjlarge amount of data
to be prepared. Also, since the Indian languages are close80:20 rule applies to
vibhakti Use of vibhakti produces 80 percent 'correct’ output with only 20 percent

effort™

. Sentential parser can be incorporated when large lexical databee ready. The
next stage of processing is that of the mapping block. Thig stags a nouwibhakti
dictionary. For each word group, the system finds a suitablearabtibhaktiin the target

language. Thus, it generates a local word group in the farggiage.

The local word groups in the target language are passed ondal avbrd splitter (LWS)
followed by a morphological synthesiser (GEN). The LWS spligsitical word groups
into elements consisting of root and features. Finally, the G&ierates the words from

a root and the associated grammatical features

In spite of difficulties in MT, the Anusaaraka is believedo® useful to overcome the
language barrier in India tod¥y Anusaaraka systems among Indian languages are

designed by noting the following two key features:

1. In the Anusaaraka approach, the load between the reader amdatiéne is
divided in such a way that the aspects, which are difficultttier reader, are
handled by the machine and aspects, which are easy for the, madeft to him.
Specifically, reader would have difficulty learning the vocabyutd the language,
while he would be good at using general background knowledge needed to
interpret any text

2. Among Indian languages, which share vocabulary, grammar, pragmettc the
task is easier. For example, in general, the words in adaegare ambiguous, but
if the languages are close to each other, one is likely to fimcheato one
correspondence between words where the meaning is carried &omssource
language to target language.

In the Anusaaraka approach, the reader is given an imabe ebtirce text in the target

language by faithfully representing whatever is actually ¢oethin the source language

44 Bharati, Akshar:; Chaitanya, Vineet and Sangale®aj1999 Natural Language Processing. A Paninian
Prospectivé Prentice Hall of India;

“ Bharati, Akshar; Chaitanya, Vineet and Sangale®aj1999 Natural Language Processing. A Paninian
Prospectivé Prentice Hall of India;
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text. So, the task boils down to presenting the information tagke in an appropriate
form.

Some amount of training will be needed on the part of thdereto read and understand
the output. This training will include teaching of notation, seosalient features of the
source language and is likely to be about 10 percent of the timechézdearn a new
language. For example, among Indian languages it could be of a dekswluration,
depending on the proficiency desired. It could also occur inforraalthe reader uses the
system and reads its output, so the formal training cousaniadf"’.

Shakti*® system for M(A)T from English to three Indian languages (Hiktirathi and
Telugu) is developed by LTRC, IlIT Hyderabad. Shakti machiaestation system has
been designed to produce machine translation systems for nguatges rapidly. It has
been already developed for English to three different Indian languagexdi, Marathi
and Telugu. The limited release of 'Shakti-kit' was done inN@003°. The system is
so designed that many of the benefits of improvement to thensykiw automatically to
outputs in all the languages. The Shakti is also designed to &dke meade sub-systems
either as black boxes or as open source software and incorpomatentbeitself. The
simplicity of the overall architecture makes it easy tosdoAvailable English analysis
packages have been extensively adapted by the Shakti. A numbseterh syrganisation
principles have been used, which have led to the rapid developiribet system. While
the principles by themselves might not appear to be new, thaication to MT in this

manner is unigue.

The architecture of Shakti is highly modular. The complex probleMbfhas been
broken into smaller sub-problems. Every sub-problem is a taskhugicandled by an
independent module. The modules are put together using a common extensive
representation using trees and features. Modules are pipelinetharalitput of the
previous module becomes the input of the following module. The bveyatem
architecture is kept extremely simple. All modules opeoatea stream of data whose
format is fixed. They read the data in the Shakti stanftandat (SSF) and generate

output in the same format. Thus, even though the format is fixedextensible in terms

“" Bharati, Akshar; Kulkarni, Amba P; Chaitanya, \tieSangal, Rajeev and Rao, G. Umamaheshwara,
2000, Anusaaraka: Overcoming the Language Barrier in #3din Anuvaat] Sage Publishers, New Delhi;
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9 http://ltrc.iiit.net/showfile.php?filename=projefthakti.php (accessed on 16.03.05);




of attributes or analyses. This approach follows the dictunpl8jnglobally, complicate

locally®.

Shakti system combines rule-based approach with statisticalaabprThe representation
(SSF) is designed to keep both kinds of information. Although thensysteommodates
multiple approaches, it has a strong bias for linguistic aisalyghich serves as the
backbone. Statistical and other approaches are interpreted umstiogerms wherever
possible. As a result of this, generalizations can be mat&h are not possible
otherwise. Only when no linguistic interpretation is possible,tff@mation is kept as it
is. Thus, although the system has a strong linguistic bias,ciapable of dealing with

non-linguistic information or patterns in their own right.

Anglabharati®® represents a M(A)T system from English to Hindi, for tpecic
domain of Public Health. The Anglabharati project was launehei®91 by R. M. K.
Sinha at Indian Institute of Technology, Kanpur. The Anglabharti deighs MT from
English to Indian languages, primarily Hindi using a rule-basetsfiea approach. The
primary strategy for handling ambiguity/complexity is post-editingcase of ambiguity,
the system retains all possible ambiguous constructs and thieagskr select the correct
choices using a post-editing window to get the correct translathmn system’s approach
and lexicon is general-purpose, but has been applied mainly in thairdof public

health. The major components of Anglabhartfare

1. Rule-base: this contains rules for mapping structures of sentenoe&nglish to
India languages. This database of pattern-transformation frggiisk to Indian
languages is entrusted the job of making a surface-tred¢amnanagions, bypassing
the task of getting a deep tree of the sentence to be texhsldne approach used
in Anglabharti has derived from the phrase structure gramnm@narinsky and the
c-structure of lexical-functional grammar. The database afuctsiral
transformation rules from English to Indian languages formsht#at of the
Anglabharti.

50 Bharati, Akshar:; Sangal, Rajeev; Sharma, DiptKudikarni, Amba P, 2002Machine translation
activities in India: A surveyln proceedings of workshop on survey on ReseanchDevelopment of
Machine Translation in Asian Countries, ThailandgyM 3-14, 2002;
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2. Sense disambiguator: This module is responsible for picking up trecteanse
of each word in the source language. It should be of interest tohaitsense
disambiguation is done only for the source text. The approachmugedjiabharti
may be termed rule-by-rule semantic interpretation. Heresghntic interpreter
is called each time a syntactic rule is applied.

3. Target text generator: These form the tail of the sysfEneir function is to
generate the translated output for the corresponding target lasgiihgy take as
input intermediate form generated by the previous stages obmaiti. It may
be pointed out that this task is quite different from what isedalMNatural
Language Generation, in the sense that the latter hasoatlgritle 'what to say'
(the strategic level) in addition to 'how to say it' (thetical level). It may be
noted that by having different text generators using the samdask and sense
disambiguator, a generic MT system is obtained for a hdasr@ét languages.

4. Multi-lingual dictionary: This contains various details for leagord in English,
like their syntactic categories, possible senses, keys ambiguate their senses,
corresponding words in target languages.

5. Rule-base acquirer: This prepares the rule-base for the Mé&nsy

The Anglabharti methodology was used to design a functional prototygenégish to

Hindi on Sun system. Feasibility on extending this for English tagigTamil was also
demonstrated. Thereafter, during 1995-97, the DOE/MIT TDIL progra funded a
project for porting the English to Hindi translation softwaread®C platform in Linux for
translating English Health Slogans into Hindi. Dr. Ajai Jaiméai the Chief Investigator
as a co-investigator and ER & DCI Lucknow/Noida (now CDAC Nowla$ associated
with the project for field testing and packaging the softwareyelar 2000 the project
received further funding for making it more comprehensive. The outcbries project

has been release of the first version of the software nameldtindi (an English to

Hindi version based on Anglabharti approach), which accepts widetywanfi English

text. AnglaHindi software technology has been transferred to twanations and is
being made available on both the Linux and Windows platfrms

53 http://www.cse.iitk.ac.in/users/langtech/anglabibizmn (accessed on 16.03.05);




Anubharati is a recent project at IIT Kanpur, dealing with template-tbasachine
translation from Hindi to English, using a variation of exampleeba machine
translation. Some of the features of Anubharti are based oentbeging trend of third
generation of machine translation. The project uses hybrid dézeéraped model for
machine translation (HEBMT), combining the strategies usethénpattern/rule-based
approach and the example-based approach. The example-base from dasguiage to
a target language is reduced by the abstraction of exampalels. dgntactic unit of the
source language is translated into the target syntactiausim¢y a direct architecture or
through examplé& Some of the important features of the HEBMT are:

1. Creation of the Filtered and Abstracted Example-Base: In tks, & source
language example and its translation is taken from the corpusprobess of
abstraction transforms the examples to an ordered set of syniadsc The
process of filtration chooses only one example from the sityjteas of examples.
Each source language example sentence and the correspondingataggegé
example sentence are transformed with all abstracted targptage sentence is
compared with the corresponding target language example. The aewplexis
added to the filtered and abstracted example-base when no medalns.
Similarly, if the abstracted source language sentence mmtesatch with any
source language example, the new example is added to the apprpartéaton of
the Example-Base.

2. Partitioning of the Example-Base: In order to reduce the ls¢@ne, the example-
base is partitioned on the basis of NUMBER (number of syotactits in the
source language sentence), TYPE (unit type of each syntactit ami
ORDERING (ordering of syntactic units in the source languageesce) of
syntactic units in the sentence.

3. Finding the Best Match from the Example-Base: When an inpuersemts fed
for translation, the search module picks up an appropriate partifiothe
example-base for matching, based on the number of syntacticthaitstype and
ordering in the input sentence. Te matching process then triestrieve the
example from the example-base, which is 'nearest' to the iepténse. The

matching function to retrieve the best example for a given isgnience plays an

54 Jain, Renu; Jain, Ajay and Sinha, R.M.K., 1985érging trends in Machine Translation Between
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important role in determining the success of HEBMT or any examledba
system. In Anubharti, the distance between the input sentandeexample
sentence is defined as the functions of Input Sentence Noun &yr&soup,
Example Sentence Noun Syntactic Group, Input Sentence Verb Syi@actip
and Example Sentence Verb Syntactic Group. These in turn areofisncif
attributes, status, gender, person, verb class, verb tag\wrdlsather additional
semantic tags. The weights associated with each of thesmetars differ from
partition in the Example-Base. The weights are calculateng usie language
statistics and can be changed dynamically with addition of eaglerample in

the filtered example-base.

MaTra is an ongoing project at C-DAC, Mumbai, and has been funded Hy. Ttxaims
at machine-assisted translation from English into Hindi, résdly based on a transfer
approach using a frame-like structured representation. The ®austhe innovative use
of man-machine synergy - the user can visually inspect the anafytie system and
provide disambiguation information using an intuitive GUI, allowing #ystem to
produce a single correct translafitoriThe system uses rule-bases and heuristics to resolve
ambiguities to the extent possible — for example, a rule-lsassed to map English
prepositions into Hindi postpositions. The system can work in aduligmatic mode and
produce rough translations for end users, but is primarily meantafuslators, editors
and content providers. Currently, it works for simple sentencesvaridis on to extend
the coverage to complex sentences. The MaTra lexicon and appsageeral-purpose,
but the system has been applied mainly in the domains of news, aepoaisrand

technical phrases.

MaTra takes an innovative, pragmatic approach to the traditigoblems of natural
language analysi$ This involves using an intuitive user interface and taking adgant
of man-machine synergy to bypass some of the hard problems of Ni®,. tHe human
and the machine each do what they are best at and the combinatien lafman and
machine produces the translation, rather than just the humarstathg machine. It is

found that a program can identify small chunks of sentences, sueéra groups and

*5 http://www.ncst.ernet.in/matra/about.shtml (aceessn 16.03.05);
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noun phrases, fairly reliably, whereas it is more difficultgtt the overall structure,
mainly due to lexical and structural ambiguity. Humans, on therohand, seem to
intuitively know which parts of the sentences are related and akffostlessly resolve
most of the lexical and structural ambiguity by using their comsemwse and world

knowledge.

The core component of the approach is an interactive structuoe, ediich exploits this
observation. This component is used to create an internal reptéeseraf the input
sentence, in the form of a nested hierarchical slot-vatuetste. The sentence-level-tree
is composed of many clause-level-trees. The topmost sktlause is usually the main
verb-group in the sentence, called a pivot. Each pivot verb hassaciated template,
which specifies the mandatory and optional slots. For exampleitbe value killed
could have sub-slots calledho-whatandwhom-what(which roughly correspond to the
subject and object in a traditional parse tree) and therebmaylditional more-info slots
specifying the time and other optional information. Each of telege may, in turn, have
other sub-slots, which would correspond to post-modifiers in a traditjpaaimar. The
value of any slot may either be a simple sentence fragmdley eachunk, or may in turn
be another pivot (representing a clause or full sentence), tousralcomplex sentences
to be represented using an intuitive, nested hierarchical strudtueetopmost slot of a

sentence is either a clause or an operator in case gocm sentences.

The MaTra is available in two versions: MaTra Pro - thedagibnal Translator’'s Tool;
and MaTra Lite - automatic On-line Translator. MaTra Prodase appropriate for serious
translation - it is a Translator’'s Tool and allows the usaisgist the system in generating
more accurate translations. It uses a simple, intuitive @Ulinteraction and allows
customization of the lexicon to specific application domains. Timeisifor the machine
to try and translate the simpler or more routine texts, andtfieedauman translator to
focus on the more difficult and creative tasks. MaTra Pro iseently available under
non-exclusive license. Features:

* Auto, Semi-Auto and Manual Modes;

* Intuitive GUI for disambiguation

* User-customizable lexicon

» More Accurate Translation

It is ideal for:



* Editors, content-providers

* Professional translators
MaTra Lite expects no interaction from the user and is, theredbie to do only rough
translation. The entire range of complexity of English input®ishandled. Also, due to
some of the choices taken independently by the system, timsatians may not be
entirely correct.A version of MaTra Lite is being offerasl a free, experimental Web-
based service hosted at CDAC Mumbai's (formerly NCST) webs
(http://www.ncst.ernet.in/matra/) and accessible throulgioaser.
The main features are:

 Simple web-based interface

» Automatic, end-to-end operation

» General, approximate translation
And it ideal for:

* Non-Hindi speakers learning Hindi

» Web users unfamiliar with English
The prototype for assertive sentences with one verb group is noyg briended to

handle compound-complex senteriées

The Mantra project has been developed by C-DAC, Bangalore. The progcteen
funded by TDIL and later by the Department of Official Langualymtra becomes part

of Smithsonian Institution's National Museum of American Histor

The project is based on the TAG formalism from UniversityPehnsylvania, USA. A
sub-language English-Hindi MT system has been developed for thendomgazette
notifications pertaining to government appointments. In additiortraaslating the
content, the system can also preserve the formatting of Wiptd documents across the
translation. The Mantra approach is general, but the lexiconfgaa has been limited to
the sub-language of the domain. Recently, work has been initiamtemanguage pairs
such as Hindi-English and Hindi-Bengali, as well as on extendindgpg¢odbmain of

parliament proceeding summaries.

" Mehta, Vivek and Rao, Durgesh, 20(0Natural Language Generation of Compound Complexebers
for English-Hindi Machine-Aided TranslatipmNational Centre for Software Technology, Mumbai;



Machine Assisted Translation tool Mantra for translation ajlish text to Hindi opens
large gates of knowledge to the vast non-English speaking Indian popul&ork in the
area of Machine Translation has been going on for several desradiésvas only during
the early 90s that a promising translation technology began to emétly advanced
researches in the field of Artificial Intelligence and Compatel Linguistics®. Two

parsers have been developed using the Augmented Transition NeAUdk &nd Tree
Adjoining Grammar (TAG) formalisms. We compared their silitgbfor three areas
namely Natural Language Understanding, Natural Language Usdatet® and Machine

Translation.

Version of Mantra was demonstrated to the Department of @ffi@nguage (DOL),
Government of India and several other organizations and instituGonsequently, DOL
sponsored a project entitled "Computer Assisted Translation SysteAdministrative
Purposes" in 1996. The specific domain chosen for this purpose was attetteG
Notifications on appointments in the Government of India. The domassignificant
because as all Government Orders and Notifications becomeghledecuments for

compliance from the date of publication in the Gazette of India

Anuvaadak® 5.0 Machine Translation system from English to Hindi isettgying by
Super Infosoft Pvt. Ltd. This software is compatible with fdsoft Windows 95/98,
Windows NT. Some important features of this system isl&sgfiand Printing facility,
inbuilt grammar checker for both language, Includes 100 Hindi fres,falser-friendly
with pull-down menus, User can add more multiple Hindi meanings texilséng ones

also.

Oriya Machine Translation System(OMT) translating from English to Oriya is being
developed by the Research Centre of the Department of Compeitarc& Utkal
University, Vaniviha?®. The architecture of the OMT is divided into six parts:segr
Translator, OMT System, OMT Database, Disambiguator and afteveé8e tools. The

heart of the system is the OMT database (bilingual dictiQnémthis database, various

%8 http://www.cdacindia.com/html/about/success/maasa (accessed on 17.03.05);

59 Anuvaadakhttp://tdil. mit.gov.in/TDIL-Jan-April-2004/super%2fosoft%20pvt%20ltd. pdfaccessed: 7
April 2005).

€ Mohanty, S. and Balabantaray, R.C., 200chine Translation System (Orya@roceedings of
Symposium on Indian Morphology, Phonology and LaggiEngineering SIMPLE 2004, held in IT
Karagpur, March, 2004;




information is stored: English word, category, tense, Qriganing of the word, etc. The
Oriya meaning of the words has been stored in simple IS@hhdt. The system is

developed using Java programming languages and MySQL as abhaskat

The parser takes the English sentence as input from the OM8hswnd then every
sentence is parsed according to various rules of parsing witiretheof OMT database.
During parsing, in some cases it is taking the help of morphalbgicalyser. The

translator takes the parsed structure of sentences fro@MHesystem as input and then
it performs the task of translation with the help of OMT databa&kis translator part is
taking the help of tense analysis and verb tagging module. Shmbiguator module is
doing the task of disambiguation with the help of frequencies obtdinad Corpora

(Oriya Corpora) by using the n-gram module.

The system was implemented for various types of simple dsasvebmplex sentences. It
has been designed in a fully extensible manner (possible modifidcgtioew rules for
translation with the existing system). In the first phase sgtstem is tested with various
types of sentences taken from schoolbooks. One of the saliemtefeaf the system is
that, it is capable of translating the scanned files from the a®keell as newspapers.
For word sense disambiguation, the testing has been madeitarsvaords. This work is
part of an ongoing project on 'more realistic’ OMT system, hvigctotally based on

object oriented-paradigm.

The Jadavpur University at Kolkata has recently worked on exampgel Baglish-Hindi
Anubaad MAT for news sentences using the transfer approach. Thersysiaslates
short single program news items from English to Hindi. Newsllhvess are translated
using knowledge-bases and example structures. The sentences imyhef biee news
items are generally translated by analysis and synthesisl ¥émse disambiguation is
done at various levels. Some semantic categories areatesiowith words to identify the
inflections to be attached with corresponding words in the taaggubge, as well as to
identify the context in the sentence. Context identificaticalse done by the recognition
of idiomatic expressions and using context templates for each Weoecknowledge bases
include bilingual dictionaries for names of places, month, ,dawvs agencies,
dignitaries, political parties, organizations, festivals, agcwell as directories and tables

for synthesis in the target language. Translation examplesvsf meadlines, both specific



and general, are stored in the example base. The examplaldmgecludes grammatical
phrases in the source language and their corresponding mapping ingdtdaaguage.

The methodology is claimed to be extendable to other Indian lgagta

Assamese MTS

Machine Translation System An MoU was signed between IIT KaapdidlT Guwahati
for the transfer of Machine Aided Translation System (Angla&ijaand the same was
transferred to IIT Guwahati on 29th March, 2804n investigation into transforming it
to English to Assamese system is in progress. Concisapd&sts of the activities in this
direction are given below:
The graphical user interface of the MT system has beersigr@el. It now allows
display of Assamese text. Modifications have been madeidava modules.
The existing Susha encoding scheme has been used. In additewm,Assamese
font set has been created according to that of Susha font sety§tken is now
able to display properly consonants, vowels, and matras of Asgaomaracters
properly.
The mapping of Assamese keyboard with that of Roman hasnmeked out.
The process of entering Assamese words (equivalent of Engligiswior the

lexical database (nouns and verbs) is in progress.

The system developed basically a rule-based approach and redidslimgual English to
Assamese dictionary. The dictionary-supported generation of Assdaextgrom English
text is a major stage in this machine translation. A rutedaystem is an effective way
to implement a MT system because of its extensibility anidtaiaability. Each entry in
the dictionary is supplied with inflectional information about Breglish lexeme and all
of its Assamese equivalents. The dictionary is annotatemdgphological, syntactic and
partially semantic informatiSf

®1 Bandyopadhyay, Sivaji, 200Gtate and Role of Machine Translation in Inghachine Translation
Review, Issue No 11, December 2000;

%2 'progress Report of Resource Centre for Indian Laggs Technology Solution2004, Department of
Computer Science and Engineering, IIT Guwahati pAgssite:
http://www.iitg.ernet.in/rcilts/download/progrespret_Aug04.pdfaccessed on™7April 2007).

&3 www.tdil.mit.gov.in/TDIL-OCT-2003/ human%20mache0interface%20system.pdf (accessed dh 18
March 2005).




It can currently handle translation of simple sentences fromidbntg) Assamese. The
Dictionary contains around 5000 root words. The system simply ttesskource

language texts to the corresponding target language texts phpgsage by means of the
Bilingual dictionary lookup. The resulting target language words @-organized

according to the target language sentence format in thettuetuse. In order to improve
the output quality, the system performs morphological analys@édefoceeding to the
bilingual dictionary lookup. The basic translation method is from iElngihrase tree to
Assamese phrase tree.

The system can handle general-purpose simple translatiorbdinig upgraded to handle
complex sentences. The system contains 22 rules and coffisists o
A process of analyzing input sentences (morphological, syntactiorssemantic
analysis)
A process of translating source language texts (English) tadhesponding
target language text (Assamese) word -for-word and phrase-taephras
A process of re-organizing target language words according tarthet tanguage
sentence format.

Tamil University Machine Translation Systen?* (TUMTS) was one of the main
projects of Tamil University, Tanjore, during 1980s. As a begmm=@ machine oriented
translation, involving Russian-Tamil was initiated during 1983-1984 rutheeleadership
of the Vice-Chancellor Dr. V.l Subramaniam. It was taken ugrasxperimental project
to study and compare Tamil with Russian in order to translataaRussentific text into
Tamil. Hence, the goal was kept minimal and the sciengfit belonging to a specific
domain was used as SL input. A team consisting of a linguigissi&h language scholar
and a computer scientist was formed to work on this project. Dtin@goreliminary
survey, both Russian SL and Tamil were compared thoroughly for stydé, syntax,

morphological level etc.

Bharathidasan University, Tamilnadu is working @amil - Malayalam Machine

Translation®® System. Languages belonging to the same family will naturally have

® Dr. KC Chellamuthubttp://www.infitt.org/ti2002/papers/16 CHELLA.PD@ccessed orf™7April 2007).
% Dr. Radha Chellappan, An Approach to Tamil - Malam Machine Translation, site:
http://www.infitt.org/ti2003/papers/03_rchellap.p@iccessed orih7ApriI 2007).




similar morphological and syntactical structure. The culturpéets of the speakers of
both the languages will be either similar or easy for thestasor to understand. With this
hypothesis, the translation of Tamil-Malayalam translatiey thave started. For this MT
they have developing four components as follows-

Lexical database This will be a bilingual dictionary of root words. All the noun ot
and verb roots are collected.

Suffix database Inflectional suffixes, derivative suffixes, plural marketlense markers,
sariyai, case suffixes, relative participle markeesbal participle markers etc will be
compiled.

Morphological Analyzer- It is designed to analyze the constituents of the wordsilllt
help to segment the words into stems, inflectional markers

Syntactic Analyzer The syntactic analyzer will find the syntactic categitg Verbal
Phrase, Noun Phrase, Participle Phrase etc. This willzn#he sentences in the source

text.

The Anna University K.B. Chandrasekhar Research Centre at Ghveasmastablished in
January 2000 and is active in the area of Tamil NLRa#il-Hindi language accessor
has been built using the Anusaaraka formalism described abosentRethe group has

begun work on a&nglish-Tamil MT system.

The Natural Language Processing (NLP) group focuses on developing, Tool
Technologies, Products and Systems to facilitate the use of cnmpaumid the Internet for
day-to-day life. The group also works on building lexical resousce as dictionaries,
WordNet and tagged corpora that are essential for researcbedisigvon various areas
of NLP [17]. Both linguists and computer scientists are mesnbethe NLP group. The
Tamil-Hindi MAT has the following structuf&

Morphological analyzer of source language

Mapping unit

The target language generator

The Morphological Analyzer (MA) splits a word into its constituemrphemes. Thus,

complete grammatical information of a word is obtained from thgphemes. A source

66 Shanmugam, B Kumara, 200@ldchine Translation as related to TamiTamil Internet 2002, INFITT,
San Francisco, CA, USA, September, 2002;



language sentence is first processed by the MA. The MA dpétsentence into words
and, in turn, the words are split into morphemes. The root woobtained by this
process and this root word is given as input to the mapping block aitimghe other
morphemes. The other morphemes includes tense marker, GKErwabakti etc. For
splitting a word into morphemes the dictionary is used. Typictidls dictionary contains
the root words and its inflections of Tamil language in its fiistd. The inflections
includes GNP marker, TAM markegibakt. A given word is compared with the
words/morphemes in the first field of the dictionary. Matchi;ngone from right to left.
Thus, the inflections of the words are split and finally wévarat the root form. Each

root word along with its inflections is given as the input tortfagping unft'.

The second component of the system is the Mapping Unit. The root wodrdtsa
inflections are mapped to equivalent target language ternmgsimblock. Explaining the
structure of the dictionary will be very useful at this junetdictionary has seven fields
for aiding in the process of mapping. As said earlier, theffglsl contains the Tamil root
words and inflections. The second field contains paradigm type folléwyeabhradigm
number, which are useful in the generation of words. Subsequédshtchiatains the
category of the word, equivalent Hindi meaning(s), gender infoomatihe last field
contains information about the dictionary, which is there for somatenance work. The
gender information is important especially for Hindi becauséhallnouns in Hindi will
be either of the two genders and this information is vergfllefor semantic analysis.
The corresponding Hindi equivalents of the words are taken and are agvinput to the
generator part of the MT system. All equivalent Hindi wordsafdramil word are given
in the dictionary separated by a /. Nevertheless, thenfiesining, which is more relevant,

is given to the generator.

Generator is the third component of the system. This is theseepeocess of analyzer.
Given a root word and it inflections this generates the equivaiéndi word. While
generating, this takes into account all the information likegdnder, tense etc. and the
equivalent word is generated accordingly. For the generator toageriee word the input
to it should be in some proper order. The order that is followed iserHindi root,

Category, Gender, Number, Person and finally TAM (Tense-Adgedtlity if any).

57 Kumar, S Ramesh and ViswanathanA®, API for the Tamil Morphological Analyser - Varsil.0,
Internal Notes, Publications in NLP, AU KBC Resédn@entre, Anna University, Chennai;



The Hindi generator that is being used here is from IlIT, Hked, which is also used

for other anusaarakaa products. It is being used here askabbba

This current system mainly does a word-by-word translation and rduetake care of
semantic analysis. For example, the generated Hindi teyt mof agree in terms of
gender or other grammatical information. This is mainly dud¢odifferences between

Tamil (Dravidian family) and Hindi (Indo-Aryan family).

The Computer Science Department at the University of Hyderahadvorked on an
English-Kannada MT systen?®, which was funded by the Karnataka Government. It
uses the Universal Clause Structure Grammar (UCSG) frsmmalvhich was also
invented there. This is essentially a transfer-based appro@ath has been applied to
the domain of government circul&tslt requires post-editing and works at sentence level.
It parses an input sentence using UCSG parsing technology and thelatés it into
Kannada using the English-Kannada bilingual dictionary, Kannada Morphalogic
Generator and the translation rules.

The Universal Networking Language (UNL) is an international gmtopf the United
Nations University, with an aim to create an Interlingua fomajor human languages.
UNL is '‘common language of computers to express information writie natural
languag€®. IIT Bombay is the Indian participant in UNL and is workingM systems
between English, Hindi, Marathi and Bengali using the UNL formalism. This
essentially uses an interlingual approach - the source langsiagmverted into UNL
using an 'enconverter' and then converted into the target Gaaising a 'deconverter’
Predicate preservation strategy is used for English, HindiatMiaend Bengali (also
Spanish being added). Focus in Marathi is put on morphology for MaFathBengali

languagek raka (case) system is on focus.

% sSudip Naskar and Sivaji Bandyopadhyay,Use of Mefiranslation in India: Current Status,
http://www.mt-archive.info/MTS-2005-Naskar-2.pdéaccessed or"7April 2007).

59 Badodekar, Salil, 20032 Survey on Translation Resources, Services aotsTor Indian Languages
Computer Science and Engineering Department, Munifdia;

0 Bhattacharyya, Pushpakjachine Translation and Lexical Resources Actiaityi T Bombay Computer
Science and Engineering Department, Indian Institdiinformation Technology, Bombay;

"L Summary of the SCALLA working conference on 'CiogDigital Divide - 2004', held in Kathmandu,
Nepal, January, 2004;




There are other machine translation systems and tools foframdindian languages

being and have been developed by different organizations in India.sThiatistical MT

between English and Indian languages by the IBM India Researchtlew Delhi?.

The system is based on similar work designed by IBM for otheuéages. Also, Super

Infosoft Pvt Ltd, one of the very few private sector effonnsMT in India, has been

working on a software called Anuvadak, which is a general-purposésihtindi

translation tool that supports post-editing. There is an inbuiifli€h word processor,

which incorporates spell-checker in both English and Hindi along withinbnilt

thesaurus and grammar chedker

Major Machine Translation Projects in India’*

Project Name | Languages Domain/ Approach/ Strategy
Main Formalism
Application
Anglabharati | Eng-IL (Hindi) General Transfer/Rules Post-edit
(IT-K and (Health) (Pseudointerlingua
C-DAC, N)
Anusaaraka IL-IL General LWG Post-edit
(IT-K and (5IL->Hindi) (Children) mapping/PG
University of | [5IL: Bengali,
Hyderabad) Kannada, Marathi,
Punjabi, and
Telugu]
MaTra Eng-IL (Hindi) General Transfer/Frames | Pre-edit
(C-DAC, M) (News)
Mantra Eng-IL (Hindi) Government | Transfer/XTAG Post-edit
(C-DAC, B) Notifications
UCSG MAT Eng-IL (Kannada)| Government Transfer/lUCSG | Post-edit

2 Badodekar, Salil, 20032 Survey on Translation Resources, Services aotsTor Indian Languages

Computer Science and Engineering Department, Munifdia;

3 Faruquie, Tanveer; Subramaniam, L.V., and UdupghBvendra U, 2002\ English-Hindi Statistical

Machine Translation SystenProceedings of Symposium on Translation Suppgstems STRANS-2002,
held in IIT Kanpur, March, 2002;
7 salil Badodekar, “Translation Resources, Servares Tools for Indian Languages”



(University of circulars

Hyderabad)

UNL MT Eng, Hindi, General Interlingua/UNL Post-edit
(nT-B) Marathi

Tamil IL-IL General LWG Post-edit
Anusaaraka (Tamil-Hindi) (Children) mapping/PG

(AU-KBC, C)

MAT Eng-IL (Hindi) News Transfer/Rules Post-edit
(Jadavpur Sentences

University)

Anuvaadak Eng-IL (Hindi) General [Not Available] Post-edit
(Super

Infosoft)

StatMT (IBM) | Eng-IL General Statistical Post-edit

Contact Information about the Major Machine Translation Projects in India”

Project and URL Contact Person(s)| Email

Agency

Anglabharati http://www.cse.iitk.a| Prof. R. M. K. rmk@cse.iitk.ac.in
(IT-K, C-DAC, | c.in/users/langtech/a Sinha

NOIDA) nglabharti.htm

Anusaaraka http://www.iiit.net/lt | Prof. Rajeev sangal@iiit.net

(NT-K, rc/Anusaaraka/anu_| Sangal guraosh@uohyd.ernet.i
University of home.html Prof. G. U. Rao

Hyderabad)

-

MaTra (C-DAC,
M)

http://www.ncst.erne
t.in/matra/
http://www.ncst.erne
t.in/matra/about.sht

ml

Durgesh Rao

MaTra Team

durgesh@ncst.ernet.in

matra@ncst.ernet.in

S galil Badodekar, “Translation Resources, Servares Tools for Indian Languages”



Mantra (C-DAC,
B)

http://www.cdacindi | Dr. Hemant

a.com/html/about/su| Darbari

ccess/mantra.asp

darbari@cdac.ernet.in

UCSG MAT http://www.uohyd.er| Prof. K Narayana | knmcs@uohyd.ernet.in

(University of net.in/ Murthy

Hyderabad)

UNL MT (lIT-B) | http://www.cfilt.iitb. | Prof. Pushpak pb@cse.iitb.ac.in
ac.in/ Bhattacharyya

Tamil http://www.aukbc. | Prof. C. N. cnkrish@au-kbc.org

Anusaaraka org/frameresearc Krishnan

(AU-KBC, C) h.html

MAT (Jadavpur | http://www.jadavpur | Prof. Sivaji ilidju@cal2.vsnl.net.in

University) .edu/ Bandyopadhyay

Anuvaadak http://www.mysmart| Ms. Anjali anjalir@del16.vsnl.net.in

(Super Infosoft)

school.com/pls/porta Roychowdhury

I/portal. MSSStatic.P

roductAnuvaadak

StatMT (IBM)

http://www.research| Not Available
ibm.com/irl/projects/

translation.html

Not Available

1.3

Major Approaches to MT

The following table summarizes the advantages/disadvahtagesach MT approach -

Approaches Advantages Disadvantages
1. easy to build an initial system 1. rules are formulated by experts
Rule-Based 2. based on linguistic theories 2. difficult to maintain and extend

3. effective for core phenomena

3. ineffective for marginal phenomer

na

Knowledge-Based

1. based on taxonomy of knowledge

2. contains an inference engine

1. hard to build knowledge hierarchy

2. hard to define granularity of

8 Chen, Kuang-Hua & Hsin-Hsi Chen, 1996, A Hybkjproach to Machine Translation System Design,
Computational Linguistics and Chinese Language é&sing, vol.1, no.1, August 1996, pp.159-182



3. interlingual representation

knowledge

3. hard to represent knowledge

Example-Based

1. extracts knowledge from corpus
2. based on translation patterns in
corpus

3. reduces the human cost

1. similarity measure is sensitive to
system

2. search cost is expensive

3. knowledge acquisition is still

problematic

Statistics-Based

1. numerical knowledge

2. extracts knowledge from corpus
3. reduces the human cost

4. model is mathematically

grounded

1. no linguistic background

2. search cost is expensive

3. hard to capture long distan
phenomena

1.4

Role of Sanskrit in translation among Indian Languages (IL)

Sanskrit is probably the oldest and genealogically most connected gengjutne Indian

sub-continent. Besides, almost all major Indian languages haverited lexical,

linguistic and stylistic features from Sanskrit. The commonucailt heritage of the

speakers of Indian languages also makes Sanskrit a connectinbeliwken them.

Linguists like Emenou have explored the possibility of a ‘linguiatea’ in India. The

fact that there are obvious linguistic similarities amongadndianguages, need to be

exploited for machine translation among Indian languages. Them usgant need to

develop linguistic resources and tools based onnkan frame-work using Sanskrit as

Interlingua for MT among Indian languages.

Sanskrit has been a ‘donor language’ in the Indian context. Not oninddern Indo-

Aryan languages like Hindi, Panjabi, Bangla, Marathi, &uj{These languages are
called janya-bh a-s, the languages evolved from Sanskrit) etc. but also Deawidi
languages like Kannada, Telugu, Malayalam and Tamil (to sateat®are beneficiaries
of vast vocabulary of Sanskrit. The structure and semantitBese languages owe a
great deal to Sanskrit. Whenever there is a need for aawwical word to be coined
that can be accepted and integrated in these languages, Sanieitsole source. The
Sanskrit words appearing in these languages without any changallee —tatsama

(equivalent to itself) words. It is said that about 36% of thedwar Bangla aréatsama



s.”” Sanskrit words which are integrated into these languagesaite modifications are
called - tadbhavas (derived from it). For e.g.rathy rast (Hindi); prak a
(Sanskrit) park (Panjabi);mahr ra mar ha (Marathi);lak a a (Sanskrit)
ilakka am (Tamil); pustaka (Sanskrit)  hottige (Kannada);vth (Sanskrit) vdi
(Telugu).

The traditional grammars of the Modern Indian languages whiclusee till date are
based on the Pinian structure. The grammatical categories in these laeguace
classified in P inian way and bear the same names. The nominal paradigmsatettr
in seven cases as in Sanskrit. The south Indian languages though beboigfferent

family of Dravidian languages they have been highly infteehby Sanskrit.

In the field of NLP, P inian frame-work has been applied on most of the Indian
languages, and is tested to be best for the Indian lang{fafjeste have been attempts to
use Sanskrit as Interlingua for MT among Indian langudb&sich being the close
affinity between Sanskrit and other Indian languages theraéed to speed up research
on applying the Sanskrit straic techniques of Pinian Grammar, Navya Nya and

M m s for language processing in Indian languages especially in atitamaaslation

systems among Indian languages.

1.5 K raka and its usefulness for IL-IL translation

Rochar®® (1964) emphasizes that fni's k raka system is extra-linguistic. According to
him P ini first examined situtation to make his classification and ¢atigr considered
the way these were conveyed linguistically. One could condiute these statements
that Rochar had the following in min# raka categorised are defined using semantic
characterizations as definientia, the introduction of affixesetwték rakascomes at a
later stage. This is both correct and obvious. However Rochdergly intended

something more. He says ‘As it was the case with the pregedra defining the other

" Akkas, Abu Jar M., ‘Collocation of Pahela and Rea’, Editorial, The Holiday (International editjon
http://www.weeklyholiday.net/111002/edit.htif@lccessed on: 07.04.2007)

8 Bharati, Akshar, Chaitanya, Vineet & Sangal, Rajd®99, Natural Language Processing: AiRian
Perspective, Printice-Hall of India Pvt. Ltd., N&elhi — 01, p. xiii.

" Sinha, R.M.K., & Jain, A., ‘Angla-Hindi: An Englisto Hindi Machine-Aided Translation System’, MT
Summit IX, New Orleans, USAttp://www.amtaweb.org/summit/MTSummit/FinalPap&éssinha-
final.pdf (accessed on: 07.04.2007)

8 Rochar, R., 1964, ‘ ‘Agent’ et ‘object’ chez Fni’ JAOS 84, pp 44-54




k rakastoo has a purely extra linguistic bearing and not at all conceritedhe way in

which thehetuis expressed.’

Bhatta® (1991) analyzed various definitions and discussett thaka theories on
logical and syntactico-semantical levels with its relationibhakti. According to
him, post nominal affixes which are seven in number are of twatipmka and
ak raka. He introducedak raka padafor upapadavibhakties Bhatta discussed
k raka theory according to all main grammarians namelytykyana, Patgali,
Bharthari, V man, Ngesh and Giridhar. Bhatta explains ritualistic theory of
k raka Some of his conclusions are -ti yana takes the rule rake (P 1.4.23)
to be the technical designatisga(nj tvena adhikra) only.
Pata jali takes the ruld rake (P 1.4.23)
Bharthari and Ngesh were greatly influenced by the etymological explanation
of the termk raka by Patajali as‘karoti iti k rakam’.
V mana states th&t raka is a synonym ofnimitta’ and‘hetu’. He takesk rakato
be a semantic unit that participates as an instrument oe te&saccomplishment of
an action.
Cardona®® (1974) sayk rakais the most interesting part of the Adhy yi with respect
to semantics and grammar. He discussed in details d&boaite stra and its later
discussion according to k& yan, Patajali and other modern grammarians absam);
andadhik ra. P ini’'s system obviously has its closest modern analog in casengar
evolved essentially on the basis of English. This systenmgisshes syntactico-semantic
categories such as Agent, Object, Instrumental and the exmess¥ these. Cardona
compares the grammarians view with the view of Ngka. Naiy yikas ascribe the
meaning effort to an ending suchtam pacati They adopt this view both on the basis of

paraphrase and for reasons of brevity.

8 Bhatta, V. P., 1991, ‘Epistemology Logic and Graan : Analysis of Sentence - Meaning’, Eastern
Book Linkers, Delhi

82 George Cardona, 1974, ‘Rni's k raka : agency, animation and identityurnal of Indian Philosophy
Dordrecht. 2: 231-306.



Deshpandé&® (2002) presentk rakacakrafor description ok raka This interpretation
is based not so much on textual source but on the instruction inmgitaoal tradition.
According to him P ini used the ternk raka uniformly as a generic designation for all
k raka because all share some common property. In the support of thensemuote
following two lines of Mahbh ya as —

tatra mahaty samj y kara a etat prayojanam anvarthasamy yath

vij yeta | karotti kK rakam,

evam tarhi sm nyabh ta kriy vartate tasy nirvartakam krakam

Deshpande claims that historically khi’s notions ofk rakaare more closely tied to the
sacrificial background. He underlines manifestation of the diifee betweek rakasas
kara a, karman and adhikara a can be promoted to the status of #at, such a
promotion to the status of kait the case chp d na or sampradnais unknown. After
this, Deshpande presents three more modules for clearing thelimingen thd rakas

as relative distance betwe&nraka andk raka relationship in P ini s tra 1.4.40 and
describek rakasby the analogy of a planetary system. At the centre oltlstem lies
kriy andkart is the central driving forceKarman and kara a are like dependent
satellites.Sampradna andadhikara a are like further satellites and certain instance of

sampradnaare like visitors (P 1.4.40) from a neighboring planetaryesyst

Gillon® (2002) encourages further work on the problem of anaphora and control in
classical Sanskrit. The problem of anaphora can be formulatétbadetermine under
what circumstances the value of one expression can serve astéisedent for another
expression and to determine what the relationship is between treofahe antecedent
and the value of pronoun”. The problem of control can be formulatetioadetermine
under what circumstances the value of one expression determiakgeassociated with
another expression, though the latter's value is distinct fremfahmer value. Gillon
presents the most adequate rule pertaining to control known to havéobmelated for

classical Sanskrit.

83 Deshpande, Madhav M., 2002,rakas: Direct and Indirect relationship&dian Linguistic Studies
festschrift in honor of George Cardona (Madhav MsBpande and Peter E. Hook ed.), Motilal
Banarasidass, Delhi.

8 Gillon, Brendan S., 200Bhart hari’s Rule for Unexpressed Kakas, Indian Linguistic Studies
festschrift in honor of George Cardona (Madhav MsBpande and Peter E. Hook ed.), Motilal
Banarasidass, Delhi.



Scharf® (2002) first discussed about the conflictlofake stra according to P ini
K ty yana, Patgali, Kaiyaa, N gesh, Bharhari and Helr ja.

Shastri®® (1990) illustratedk raka theory in two sections ak raka-vibhakti and
upapadavibhakti After general information ofk raka like derivation etc. and
independency of Agent, he describes elenaka in separate groups. A significant point
of his research is that he usadikaexamples as well as examples from other important
Sanskritk vy s and illustrated that how respectikeraka is used on that place. Actually
first time it seems that the author plays games througimiB rules on field ok vy s. In
second sectionpapadavibhakti are described and first case affix is also included in this

section. According to him allpapada-Vibhaktisupersede thé"&ase-affix.

Fillmore®” (1968) uses case to identify the underlying syntactic-sematdiionship as a
deep structure phenomenon in a natural language. Fillmore assumesntradity of
syntax wherein the form of words are specified with respect itastjc concepts and
specifies the significance of covert categories which exHieitgrammatical properties
on the basis of selectional restrictions and transformatposgibilities. He accepts the
distinction between deep structure and surface structure ansl ttheabase components
(excluding the lexicon) as language universal and not a languagécspercording to
Fillmore case grammar the base component specifies that enserntonsists of two
constituents as modality and proposition. The modality includesiordahse, mood and
aspect. The proposition is a tenseless set of relationships myaviverb and one or
more noun phrase. Fillmore has postulated the following casesgastive, Dative,
Experiencer, Instrumental, Counter agent, Factitive, Obctind Locative. He

suggested additional cases like Comitative, Benefactiamslative, Time etc.

Blake® (2001) thoroughly describes traditional and current notion and terminology of

case with areas of word class, structure, agreement,antegrammatical relations. He

85 Scharf, Peter M., 2002 ini, Vivak andk raka-rule-ordering,Indian Linguistic Studies festschrift in
honor of George Cardona (Madhav M. Deshpande ated EeHook ed.), Motilal Banarasidass, Delhi

8 Shastri, Charu D., 1990, ini: Re-interpretedMotilal Banarsidass, Delhi

87 Fillmore, Charles. 1968. ‘The case for caseElmBach and R. Harms (edd)niversals in Linguistic
Theory Holt, Rinehart, and Winston, New York

8 Blake, Barry J. 2001, ‘Case’, Cambridge Univeritess, Cambridge.



also discusses Chomskian paradigm of case. One more contributitis dfook is
comparative study of case in several languages. -One Austiariginal language

namely Kalkatungu or Kalkadoon has nine cases.
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2.0 Sanskrit sentence

What is the definition ofv kya? How can computers identify it? If we look at the
definition of v kya in historical perspective, $ka’'s fourfold division of language
indicates that he is analyzing sentence through theserfang( khy ta, upasargaand

nip ta) structural components. Though i does not defin@ kyaexplicitly, his notion

of sentence is inferred mainly throulglraka prakara a and some other relevasitiras.

The notion ofs marthyais central to understanding the conceptvdfya accepted by

P ini. Later K ty yana introduced two definitions of sentence which Raliaquotes
while commenting ors tra 2.1.1. According to first definition,khy ta with k raka,
avyayaandvi e a aisv kya The second definition states that there should be one verb
form in a single sentence but it seems thair® doesn’t agree with this view point as he
formulates thes tra 8.1.28 that means & anta becomesanud tta when preceded by

ati anta From this, it can be concluded that i recognizes multi-verb sentences. Thus
‘paya mgo dhvati’ can be called a single sentence according toinP but not
according to Kty yana. Bharhari puts eight views regarding sentence. Of these, three
views are related to those who thimkkya as an inseparable unit and five views are
related to those who think kyaas a combination of words and so completely separable
in words. Bharthari accepts the sentene#trama and akha a against the view of
Mim s which accepts the sentensakramaand sakha a. Bharthari also accepts
pratibh as meaning of sentence and differs with Mires school which accepterama
andprayojanaas meaning of sentence. Bhhatri is nearer t@nvit bhidh nav da than
abhihit nvayavda regarding sentence and has no scope for these two regarding

sentential meaning.

Mim sakas give importance to mutual expectancy of words regaifungeintence. In
Mim s s tra 2.1.46 Jaimini says that a group of words will fornv &ya if the
constituent words separately have expectancy for one anotheedutigether and serve
a single purpose. Nya holds the view that sentence is collectionpafias having
yogyat, k k and sakti andpadais defined as that which is capable of conveying
the complete sensé&drka sagraha p. 68).

After this long discussion among grammarians and philosophers, iR&lswe assume

v kyas are those which have at least one verb foekatf v kyan). Verbs play an



important role in syntactico-semantic relations in the sentandewithout identification
of verb Sanskrit sentence can not be correctly analyzed. ldatibfi and analysis of

verb is very important ik raka analysis because through proper analysis of verb-

structure of sentence can be identified
kart andkarmancan be identified

verb (semantics) relatédraka s tra can apply

2.1 Survey of Literature

P ini lists approximately 2006h tusin the DP. Among these more than alietus are
used in the same meaning. For example, dB2us are used in the sense géti
(movement), whereasgam is generally used in Sanskrit literature in this sense.
Whitney*® in his ‘Review of recent studies in Hindu grammar’ informshag in the DP
there are ‘thousands or twelve hundred false roots’ and declatéthéhtact their voices
being not less carefully defined by thé tup hathan those of the eight or nine hundred
genuine ones casts a shade of unreality over the whole subjecice-conjugation’.
Georg Buhler objected to this remark by Whitney by saying thatcouldn’'t have been

Panini’s or Whitney’s invention.

2.2 Sanskrit verb and its identification

Sanskrit verb forms are very complex and involve a balanced interplay of
morphological and syntactic information. The structure of thd veay be given as
follows-

verb { (upsarga) dh tu vikaraa ti }
For the purpose of isolatinglh tu from the verb form, the above structure of verb has
been accepted as basic structure. The following modules for Bamskr analysis are

proposed —

TGL id (verb inflection, class and TAM id module),

Verb derivation id,

89 George Buhler,The roots of the dhatupatha not found in the litere from J.F.Stall (ed.), ‘A reader on
the Sanskrit grammarians’, MLBD, Delhi, pp.194, 398



Prefix ID module,

dh tu id module

But before individual identification of these components it is ingydrto know about

them.

221 Definition of dh tu

The verb is the most crucial and significant part of the seateit determines the nature
of sentence on semantic as well as syntactic levels. diogpto WikipediaO ‘averbis a

part of speech that usually denotes action ("bring", "reaxurrence ("to decompose”
(itself), "to glitter"), or a state of being ("existljve", "soak", "stand"). Depending on a
language, a verb may vary in form according to many factorsilgpsncluding its tense,
aspect, mood and voice. It may also agree with the person, gendésr number of

some of its arguments (what we usually call subject, glgéc)’.

Y ska classified words in four groups msna pada khy ta pada, upasarga padand
nip ta pada He saysh vapradh nam khy tam Sometimes khy ta is used fordh tus
only but generally forti -ending forms. bh va meanss dhyabhva or kriy here.
According to lexicographers, etymology dthy ta is - khy te pradh nabh vena kriy
apradh nabh vena ca drvyam yatra tackhy tam. If in any sentencén maand khy ta
both are presentkhy ta still plays an important role. This classification of wowdss
not done by Yska alone. Bharar? discusses other thoughts related to this type of

division in the third kn a ofv kyapadya.

The verb has been defined by B as that which belongs to the class dih (become),
v (blow) etc. P ini does not definelh tu sa j . According to K ik ° this samj

is given by ancient grammarians. i saysbh v dayo dhtava but does not explain

bh andv . Patajali says- kuto ayam vaka ? yadi tvat samhitay nirde kriyate

‘bhv daya’ eti bhavitavyam Generally grammarians have explained it in differenysva

According to K ik , P ini has insertedv for auspicious reasons because in the

90 http://en.wikipedia.org/wiki/Verb

9 tad yatrobhe, bhvapradh ne bhavata- Nirukta, page no. 104.

92 dvidh kai cit pada bhinna caturdh pa cadh piv -j tisamudde of v Kyapadyathird k n a.
® dhtuabda prv cryasaj -K ik page no.- 45.




tradition of Sanskrit, generally all authors like torda gal cara a (benediction) which
can be done at start, middle or end of the®textccording to this interpretation the
bahuvrhi compound with its internalvandva,will have analyzed fornbh ca vaca
d cabhvd dirye tebhv day.

Other explanation of this tr is first bh and v are combined to yield dvandva
compoundbh vau and bh vau is combined with d to yield abahuvrhi compound

bh v daya . The analyzed form of thisahuvrhi compound with its internadvandva
would bebh ca vaca d ca bhvd dir ye m te bhv daya. Commentators
explainbh as signifyingvyavasth (a definite arrangement of roots in differeya a)
andv as signifyingprak ra (type) therefore the interpretatiBrof bh v daya will be as
which is listed in bh etc. ga a and similar tov . According to this interpretation
vyavasth will rule out those words which are not listeddhn tup tha andprak ra will

rule out those words which are actionless b can not be verb in the sense of earth
because this is actionless and can not be verb in the sense of option because this is

not listed indh tup tha

Puru ottamadev in hisBh v tti (06.01.77jko ya aci) brings another explanation for
bh v daya . According to him grammarians like Vyi and Glava inserty, v, r, |
betweenik and ac but according to Pini if ik-ending comes beforeac thenik is
subsequently replaced Iy . Implementation of the rule of Vyi and Glava in this

s trawould be- bh + daya = bh +v+ daya =bh v daya.

If second explanation of this tra is batter than others then it seemsif listed only

name and class afh tusin dh tup tha and later on, other grammarians added meanings

of respectivedh tus One more explanation of thestra is as. P ini may have listed
bhuand v for indicatingsakarmakaandakarmaka as bhuis anakarmakaand v

is asakarmaka

° ma gal d ni ma galamadhyni ma gal nt ni hi str iprathante wapuru ica
bhavantyyu matpuru ic dhyetra ca magalayukt - Mah bh ya page no. 153.
% bh prabhritayo vsadri ca ye te dhtusanj ak - B lamanoram, page no.- 33.
% ik vya bhirvyavadhna vy ig lavayo - Bh v tti., page no. 352.



P ini has one mors tra®’ for dh tu samj as one whose forms end in affixgmn etc.

P ini lists sanetc. - 11 affixes iR  dhy y froms tra no 3.1.5 to 3.1.30. If any form
has ends in these affixes, then the complete word is knowh &s K ik °® explains
san dyant assan dirye m te sandaya, san dayonte ye te sandyant . The
compound of this stra is tadguasa vij nac yam bahuvhi . A
tadgu asa vij nac yam bahuvhi entails construing one of its constituents with the
verb.  Patafijalf explains the necessity of antagrahaam as in
‘padasaj y mantavacanamanyatra s@ vidhau pratyayagrahae
tadantavidhipratiedh rtha’ paribh . Commentators explain the reason for thiga,
which is not written afterbh v dayo dhtava (P ini 01.03.01) inA dhyy.
According to Prof. R.S. Sharm&’ ‘such a formulation would have lacked clarity with
regard to the exact specification of desired affixes. \tfighrule formulated the way it is,
and also sequenced where it is, only clearly understsarddi as referring to the eleven
(twelve if ‘kvip included®) affixes 6an, kyac, kmyac, kya, kya, ya, ic, yak, y,
ya, i )enumerated in the list headeddan.

2.2.2 Classification ofdh tus

Sanskrit verb forms carry tense, aspect, person, number infonnadlt in the inflection
forms. Besides, they can also contain derivations contaimnwargtic information like
causation, desire, repetition, negation etc. Thereforecdrbes very difficult to split out
the verb and separate the verb root and complex information units drindtde Sanskrit
has about 2000 verb roots classified in 10 morphological and semarsse<laalled
ga as, and can also be further sub-classified as normal foritisogv any of the 12
derivational affixes — 11 listed by Hni [P 3.1.32], one morekvip added by
K ty yana), and the derived forms witljanta (causative — ic), sannata(expressing
desire —sar), ya anta (duplicated -ya andya lu anta, n madhtu (nominalized -
kyac k myag kvip, kya , kya, i ,yak y andiya ). Further, these can havémane

and parasmaiforms in 10lak ras and 3 x 3 person and number combinations, and can

% san dyant dh tava - P ini 03.01.32
% K ik 03.01.32, vol-l, page no. 165.
% Mah bh sya, vol-Ill, page no. 105.
190 The A dhy yi of P ini, Sharma, Rama Nath, vol-Il, page no. 267.
101 sankyackmyackyajya oth ¢ rakvib ijya au tath .
yagyaiya i cetidvda m sandaya.B lamanoram tik of Vaiy kara asidd ntakaumud
03.01.32, vol-1ll, page no. 130.



also be potentially prefixed with 22 prefixes. Finally there Idobe in-numerable
n madh tus (nominalized verbs). According to a rough calculation, all patewerb
forms in Sanskrit may be around 10,29,60,000 plumadhtus The distribution of
Sanskrit verbs can be understood as follows-

VR [2000] / ND 1 madh tus)

san(A .3.1.5)
kyac(A .3.1.8)
k myac(A .3.1.9)
kvip (v rtika)
kya (A .3.1.11)
kya (A .3.1.13)
i (A .3.1.20)
ic (A .3.1.21,25)
ya (A .3.1.22)
yak(A .3.1.27)
y(A .3.1.28)
iya (A .3.1.29)
+ one normal form

TAM [10ek rag]

parasmai tmane
10x9 forms 10x9 forms
22 upasarga 22 upasarg

Therefore the approach followed by many to store Sanskrit verb fermstigoing to

work. Hence a reverse Rnian approach is proposed for parsing the complex verb forms

in Sanskrit in the following sequence —

the verb inflectionfgarasmai/ tmang is identified from database and a rough guess

is made about the verb,

thelak ra information based on inflection is obtained,
each of the 12 derivational affixes is evaluated,

each of the 22pasargaqprefixes) is searched,

the verb root is determined by weeding out other elementsadaldase matching.



The verb root thus identified with all the other potential comporemdsthe grammatical
information gathered in the form of verb tags can be potentidgd in a machine

translation system performing translation from Sanskrit.

2.2.3 Concept ofak ra

There are elevetak ras in Sanskrit grammar in which ten are usedawkika sanskrit
(for example, lIa li , lu, ,lo, la , vidhili , rli ,lu andl ) and one namelje

lak ra is used only in the Vedic text. For this, the term used isVidic Subjunctive’
The la, lo, la etc. is the suffix which is counted by Hni in third chapter of

A dhy yi. In these suffixes, afteanubandha lopathe only remaining letter isl=
Therefore, the combined names of theselakera and are counted in the sequence of
praty h ra. Theselak ras can classify in two groups ai$ ( -ending) and it ( -ending).

P ini says the purpose df'®

that in these tenses’‘(from the beginning of a word, last
vowel is called i’ samj % of the tmanepadaaffixes change intce' and the purpose
of it'**isinlu (Aorist),vidhili (Potential)Ja (Imperfect) and lak ra (Conditional).
The ‘s is elided in theuttamapuru a (first person). According to Pini in the derivation
of verb form after ditu comes I and in the place ofl* will be substituted® the 18
affixes®®  which are counted in another s tr as

tiptasjhisipthasthamibvasmastmjhath s th mdhvamivahimahi .
2.3 Structure of Sentence
Theselak ras'®’ always come witlsakarmakaroots in the sense &hrt andkarma and

with akarmakaroots in the sense &fart andbh va. P ini accepts in this tra three

meanings ofak ras'®®. Therefore there are three types of sentences as follows-

102 A . 03.04.79.
103 A . 01.01.64.
104 A . 03.04.99.
105 A . 03.04.77.
106 A . 03.04.78.
07 A . 03.04.69.
198 sShastri, Bhimasena, 1998, * Laghusiddanta-kaumBtiaimi Publication, Delhi. Vol-2, Page no 4.



kart v cya (active voice) as ma g ham gacchatiln kart v cya kart plays
an important role in the sentence. According to kdrt, vacana vibhakti or
puru a are used in the verb. kart v cya, dh tu conjugates in tmanepadaor

parasmaipadaThe basic structure of sentencdamt v cyais -
S = subject in first case + object in second case > aerording to subject.

karmav cya (passive voice) as me a phalam khdyate In karmav cya, kart
is completely free and according karma li , vacana vibhakti or puru a are
used in verb. Irkarmav cya, dh tu conjugates only intmanepadaThe basic

structure of sentence kart v cyais -

S = subject in third case + object in first case -b\aacording to object.

bh vav cya (impersonal voice) atena gamyateln bh vav cya subject is used
in third case and verb is always usedorathamapuru a ekavacana In bh va

v cyadh tu conjugates only intmanepada

All dh tuscan be classified in three groups according to the sentence thig division

P ini neither discussed nature difi tus nor number oflh tus May be it is understood
by name asakarmakaakarmakaanddvikarmaka Later grammarians try to count the
number ofdh tusin the above groups. Those askarmakadh tuswhich expect at least
one object in the sententar example, sag ham gacchatiThosedh tus which do not
expect any object arekarmaka dhtus for example, sa asti. In the same meaning of

dh tusareakarmakawhich are listetf® as following-

lajj -satt -sthiti-j gara a v ddhi-k aya-bhaya-yita-mara a .
nartana-nidr -rodana-vs spardh -kampana-modana-Is

ayana-kr -ruci-d ptyarth dh tava ete karmai nokt

199 Nautiyal, Chakradhar Hans, 1995, Hada-anuvd-candrik* Motilal Banarasidass, Delhi. page no.
218.



Thosedh tus are dvikarmakawhich have two objects in a sentence for instagce
dogdhi paya (explanation of this example can be seen in the fourth chaptehe kame

meaning ofdh tus aredvikarmakawhich are listet’ as following-

duhy c-pac-da -rudhi-pracchi-ci-br - su-jimathmu m.

karmayuksydakathita tath sy nnh k vah m.

All dh tus are sakarmakaexceptakarmakaand dvikarmaka According to conjugation
verbs can be separated in three groupstemnepad parasmaipad and ubhayapad
P ini describes the rules otmanepadan the preceding 66 tras from A .01.03.12 to
A .01.03.77. P ini*!! states that all those roots also conjugatetrimanepadavhich has
an indicatoryanud tta vowel after the root or an indicatoryt. Among 18ti verbal
affixes? last niné™ (ta ), nac andk nac ending conjugate intmanepa When the
fruit of the action accrues to the agehand after the verb is marked witlswaritaor has
an indicatory it - all these types of verbs also conjugatetmanepadaut if the fruit of
the action does not accrue to the agent then it will pavasmaipadaAfter the rest
(A .01.03.12 tA .01.03.77.) all roots conjugate parasmaipada

Another separation is possible according to the addition of affixesrijugation of verbs.
Through this division, verbs can also divide in three groupsease andani. Those
dh tusarese in which i’ is augmented between tlid tu and rdhadh tuka pratyaya,
for example,gam+i (i) +syati gamiyati. If this ‘i’ is infixed optionally therdh tus

areve, otherwise they arani, for example, for example, & syati d syati

Except dant(bh ,| etc.), dant(k ,t etc.),yuy ru,k u, ,snynuku, vi, , ri,

v andv alldh tusareani amongek c (monosyllabiclac-ending verbs.

The following verbs arani amonghal-ending (consonant ending) verbs —

110 Giridharsharma Chaturveda (ed), 2004, Vaiyakasiaidhantakaumudi with Balmanorama and
Tattvabodhini tika, page no. 605.

U A . 01.03.12.

12 A 03.04.78.

13 A . 01.04.100.

U4 A 01.03.72.

5 A .01.03.78.



akl , pag mug ric, vag vic, sic, pracchi tyaj, nijir, bhaj,

bha j, bhuj, bhrasjg masji yaj, yuj, ruj, ra |j, vijir, svaji,saj,sj,
ad, k ud, khid, chid, tud, nud, padya bhid, vid, vinad

ad, sad svid skand had krudh k udh budh

bandh yudh rudh, r dh, vyadh udh s dh, sidh

man han p, k ip, chup tap, tip, t p,d p,

lip, lup, vap, ap, svap s p, yabh rabh, labh, gam nam ram, yam
kru,dan,di,d ,bh ,ri ,ru,li ,vi,sp ,

kK ,tvi,tu,dvi,du,puyapi,vi, i, u, liya

ghasl, vasatj dah, dih, duh, mih, nah ruh, lih andvah

2.4 TGL id module

This module will identify the verb inflectionsi (), class §a a) and TAM (ak ra) based
on a database. Ani uses 18 verb inflection suffixes calléd (P 3.4.78) (9: 3x3 for
parasmaiand 9: 3x3 for tmang for verbs in differenga as (bhv di, ad di, juhoty di,
div di, sv di, tud di, rudh di, tan di, kry di andcur di) and tenseld, lo, la , vidhili ,

Ju, rli , i andlu ). Among these tenses only six are tenses and four are moods as
following-
Lak ra | TenséMood K la/Bh va®
la Present Tense Vartam na K la

li Past Perfect TenseBh ta K la

lu 1 Future Tense | BhaviyanK la

I 2" Future Tense | BhaviyanK la

lo Imperative Mood | | rtha
la Past Imperfect Anadyatana Bhta K la
vidhili Potential Mood Vidhi
rli Benedictive Mood
lu Aorist Tense Asanna Bhta K la

I Conditional Mood | Kriy tipattyartha
Table: 1 (TAM)

11€]a vartam ne le vede bhte lu la ila astath |vidhy i ostuliloaulul | ca bhaviyati



All roots to conjugate may be intmanepador parasmaipador in both forms

(ubhayapad. The database fragment for identifying the suffixessifollows-

suf_id| ga a id | tense_id| paras_ id | tmaneid
tip 1 1 ti te

tip 1 9 a e

Table: 2 (suffix identification)

Through this database one can get two things -
input verb form is in tmanepadr parasmaipad

name of gaa and tense.

The phonological changes between diffeigmta (classes) may be explained respectively

as following-

In the first class, verbs which are listed in thiev diga a, affix ap come$'’
betweendh tu and ti , when dh tu is s rvadh tuka and signifies the agent.
Technically this ap affix is called avikara a. After anubandhalopa of ap
vikara a only ‘a’ is remaining therefore ifih tu is ‘ik’ (vowel) ending thergu ais

substitutedf™® for the final ik’ (vowel) of dh tu. Structural changes can be indicated

as follows-
Consonant part ath tu + last vowel part oflh tu + a (ap) + i Consonant part
of dh tu + gu a(a, e and o) of last vowel partaii tu + a (ap) +ti Consonant

part ofdh tu + gu a (a, e and o) respectively substitugdandav + a (ap) + i
Consonant part oflh tu + aya ava + ti verb form in respectivporu a

vacanaandlak ra.

17A .03.01.68.
18 A 07.03.84.



In the second class, verbs which are listeadrdiga a betweerdh tu andti , affix
ap is beingluk—elidedlg. Therefore in this class of verbs terminations are added
directly to thedh tu. Structural changes can be simply indicated as follows-

dh tu +ti verb form in respectivporu a vacanaandlak ra.

In the third class, verbs which are listedjuhoty diga a betweendh tu andti ,
affix ap is being lu-elided®®>. The cause of thelu is reduplication of first or

second syllable afh tu when thevikara a lu follows.

In the fourth class, verbs which are listed div diga a, affix yan come$®
betweendh tu andti whendh tu is s rvadh tuka and signifies the agent. After
anubandhdopa of yanvikara a only ‘ya remains. The purpose of makingt ( -
ending) of this affix is to ds rvadh tuka'?® samj . Therefore structural changes
can be seen as follows-

dh tu+ yan(ya) +ti verb form in respectivporu a vacanaandlak ra.

In the fifth class, verbs which are listed s diga a, affix nu comes between
dh tu andti (only in fours rvadh tukalak rasasla, lo, la andvidhili ). After
anubandhdopa of nu vikara a, only ‘nu is remaining. Except thedek ras affix

ap comes betweedh tu andti . Therefore structural changes can be simply seen
in the fifth class of the rvadh tukalak rasasla -

dh tu+ nu(nu) +ti dh tu+no+ti (If dh tuis vowel-ending then according

to P inirule s rvadh tukamapitdoes not being g@a)

In the sixth class, verbs which are listedud diga a affix'**, a comes between
dh tu andti . After anubandhdopaof avikara aonly ‘a’ is remaining. The basic
difference betweenap and a vikara a is gu a to be after ap vikara a butgu a
does not happen aftea. ap is pit (p-ending), therefore according to Fni it is

anud tta but ais dyud tta. Structural changes can be seen as follows-

H9A . 03.04.72.
1207 03.04.75.
121 A . 03.01.69.
127 03.04.113.
122 A . 03.01.77.



dhtu + a(@) + ti dhtu + a +ti verb form in respectiviak ra.

In the seventh class, verb which are listedudh diga a, affix** nam comes
according to P ini*?® after the final vowel of alh tu. After anubandhalopa of
nam vikara a only ‘na and sometimeé$® only ‘0’ is remaining. This na is

sometimes replacéd by * a'.

In the eighth class, verbs which are listedan diga a affix'?, ‘0 comes when
dh tuis s rvadh tukaand signifies the agent. Affixu* also comes after the vekb

(to make).

In the ninth class, verbs which are listeckig diga a affix*°, * n ' comes when
dh tu is s rvadh tuka and signifies the agent. Afteanubandhalopa of ‘ n’
vikara a only ‘n ' is remaining. Thist ' is sometimes replac&®f by ‘n " if kit (k-
ending) or it ( -ending) affix beginning with a consonant befars rvadh tuka

except when thdh tuisd anddh .

In the tenth class, affit* © ic’ comes after verbs which are listedciar diga a and
some other words asaty p etc which are separately listed by Bi. After
anubandhaopa of * ic’ vikara a only ‘i’ is remaining. Affix * ic may be in the

sense of selfishnesar(irdi rth pratyay sv rthe bhavant).

Thega a-s,vikara a-pratyayaand its final form within the brackets, the examples of the
root forms in present tense first person singular bothpamasmai and tmane

terminations are given in the tabfé.

124 A .03.01.77.

125 A .01.01.47.

126 A 06.01.111.

127 A .08.04.02 and\ . 08.04.01.
128 A 03.01.79.

129 A 03.01.81.

130 A 06.04.113.

131 A . 03.01.25.
132 Kannan, K.S., 198Bamskrita Dhaturupakosha — SavivaraBharati Prakashana, Bangalore 41, p.61



No. | Ga a Vikara a-pratyaya | Example —parasmai | Example - tmane
1 Bhv di ap (a) bhu — bhavati edh — edhate

2 Ad di lup (-) ad — atti s — ste

3 Juhoty di | lu (-) hu — juhoti ma — minte

4 Div di yan (ya) div - dvyati khid — khidyate
5 Svdi nu (nu) Su — sunoti Su — sunute

6 Tud di a(a) tud — tudati tud — tudate

7 Rudh di nam (na) rudh — ru addhi rudh — rundhe
8 Tan di u (u) tan — tanoti tan — tanute

9 Kry di n (n) kri —kr fi kri - kr nte

10 | Cur di ic (aya) cur — corayati cur — corayate

Table: 3 (ga a-s,vikara a-pratyaya

P ini states some rules for particulak ra (tense) of everga a (class). The sample
database for identifying the exact namelak ra (tense),puru a (person) andracana

(number) of respective verb forms is as follows-

dh tu_id
bhu

padaid |lak ra id | purua id | vacanaid | rules
parasmail la all all a comes
before dh tu
inlu, la,
lak ra (A .
6.4.71)

dh tu being
duplicate
before Ilu of
ap affix
(A . 6.1.10)

ga a id
bhv di

hu juhoty di | parasmai| la all all

Table: 4 (LPV identification)
Some verb forms may return ambiguous results. For exampley (la lak ra
parasmaipada prathama pura bahuvacanpform is obtained by adding jhi which
changes todn and in the bhu (s m nyabhta lu lak ra parasmaipada prathama
puru a bahuvacand form alsgh changes tan. All such cases are stored separately as

shown in the following table -



dhtuid |[gaa |t.id P N |pada |form
bhu 1 3 1 3 P abhavan
bhu 1 10 1 3 p abhuvan

Table: 5 (ambiguity identification)

This table will also be used for storing other irregulamf®r

2.5 Derivational Verb Identification

Since the verbs can have one of the 12 derivational suffixes underedtffsemantic

conditions, it will be necessary to identify and isolate thosexesff We are storing all

2000 roots and their forms in 12 derivational suffixes as shovawbel

dhtu_id | gaa_id | affix_id | pada_id | lak ra_i | purua_i | vacana_i| rules

d d d
bhu bhv di | yak tmane | la pratham | eka 3.1.67
a
cur cur di ic paras la pratham | eka gu a of
preceding
letter to the
last (7.3.86)

Table: 6 (derivation verbs identification)
The explanation of these affixes is as follows-

P ini'® assigns three fras forsanaffix, which are used frorgupa gopane, tija nine,
kita niv se, mna pj y m, badha bandhane, da avakhanane, and na avatejane

k % sanaffixes used with above roots when they mean to

roots. But according to Ki
respectivelynind , k am , vy dhipratk ra, jij s, citta vik ra, rjave andni ne This

s tra does not specify the semantic condition. It is generalig\ed that affixes are not
assigned in a particular meaning but this can be ascertiigdanvaya(concurrent
presence) andyatireka(concurrent absence). According to iai short ‘' is replaced

by long ‘* of the abhy sa Third s tra of sanaffix is optional.Sanaffix occurs to denote

183 A . 315t03.1.7.
134 K ik onA .3.1.5-6, vol-I, page no.157-158.
135 Nirukta



icch after roots which underline the object of, and shares dinee sagent with .
According to K ik * k y mupaskhy nam’ it meanssan affix occurs to denote

apprehension

After addition ofsan affix, two changes can be seen in the structure of verb &rm
derivational level as first, main verb root gets duplicatiathveome internakandhi
(conjunction) and second, ending of verb form conjugatestrimtanepadaas sate for
example, for example, jugupsatearasmaipadaas sati for example, for example,

pipahi ati.

P ini sayskyacaffix is optional ins tra. It is occurs® to denotdcch (wishing) after a
supending word and denotes the object of one’s aeh (wish). In others wordkyac
affix is used in sense adch (wish) from wishers own relateslipendingpadawhich is
object ofi a root for instance sa putr yati. Patafijafi*” sayskyacaffix is not used with

k 8in vedic textkyacaffix is used

m-endingpr tipadikaandavyayasAccording to K i
in othersicch (wish) for instance m tv vrik agh yavo vidan P ini** introduced

kyacaffix after asupendingpadawhich denotes the object of ra and also serves as an
ik 140

upam na. K states in on& rtika under this rule that kyac can be used after a sup-

endingpadawhich denotesdhikara a (locus)for example, prs dyati kuy m.

Affix *! kyac also comes in the senselafra a (doing) afternamasetc. which end in
dvity to express the object of the action. These wordsareas(adoration, salutation),
varivas (honor, service) anditra (wonder) for instancenxamasyati varivasyati The
difference betweerkyac and kya affix is kyacending words always conjugate in
parasmaipadaandkya -ending words always conjugate itmanepadaln aboves tra,
citra is it, so it conjugates intmanepaddor example, for example, cigate In this

S tra, namasrelates to the action denoted by (worship),varivasrelates to the action

denoted byaricary (honor, service) anditra relates to carya(wonder).

1% A . 03.01.08.

137 kyaci m nt vyayapratiedha - Mah bh ya, vol-lil, page no. 55.

138 chandasi pareccly miti vaktavyam K ik - 03.01.08, vol-l, page no.- 158.
139 A 03.01.10.

140 adhikara cceti vaktavyam K ik - 03.01.10, vol-I, page no.- 159.

1“1 A .03.01.19.



P ini'** statesk myac affix is also used in sense a@ch (wish) from wisher own

relatedsup-endingpadawhich is object of a rootfor example, putrakmyati

After addition ofk myacaffix the structure of verb form on derivational level conjugates

only in parasmaipadask myatifor example, putrakmyati

P ini introducedkya affix to denote c ra after apadawhich ends in nominative case
and serves as arpam na (the object of comparison). One more rule is associated with

143
a

this, thatlopa (deletion) of the final -s of the nominative stem. Math ya ™ states that

principal provision of this tra is introducingkya affix and secondary provision of this

a** mentions that deletion of ‘s’

s tra is deletion of ‘s’ ofsup (hominative case). \fttik
of supis a must withojas and apsarasotherwise it is optionalfor example,oj yate,
apsar yate, payyate/ payasyateAffix kya also occurs in the sense lofi *° after
nominal forms which are listed ioh di ga a and do not end inv affix. In this case,

the finalhal (consonant) is deleted.

V rttika'*® provides under this rule optional introductionkefp affix which is used after
avagalbha kl ba and ho a to denote c ra for instanceavagalbhyatd avagalbhate
ho yate ho ate Patafijalfi*’ says according to some grammari&wip affix occurs to

denote c ra after everypr tipadika for examplefor examplek  ati.

P ini**® provides for some other rules fora affix which is used with specifipadas

Affix kya used fromka a padain the sense dframa a ends incaturth (fourth triplet

149
a

of nominal ending). According to Mabh ya™, the meaning of the wolklama a in

this rule isan rjava but according to Sidetakaumud®®, the meaning of this word is

151
a

uts ha, for example, ka yate V rttik adds more words to this rule. Affkya is

also introduced aftesattra (PS:check spellingkak a, k ccha and gahanato denote

142 A 03.01.00.

143 pradh nai a kya anvcayai a salopo- Mah bh vya, vol-lil, page no. 57.

144 bjasopsaraso nityamMah bh ya, vol-Il, page no. 57.

145 A 03.01.12.

146 ¢ revagalbhklbaho ebhyakvibv vaktabya - K ik - 03.01.10, vol-l, page no.- 159.

147 sarvapr tipadikebhya c re kvibv vaktabya- Mah bh ya, vol-Ill, page no. 58.

18 A . 03.01.14.

149 krama e an rjave -Mah bh ya, vol-lil, page no. 65.

150 caturthyanttka a abd duts herthe kya sy t - Vaiy kara asidd ntakaumudi, vol-1l, page no. 527.
151 sattrakakaka ak cchagahanebhyaka vacikr y m- Mah bh ya, vol-lil, page no. 65.



p pacikr  (exerting in evil),for example, sattr yate, kak yateetc. Affix'* kya used
afterromanth(chewing) andapas (austerity) words when these enddinty (second
triplet of nominal ending) and denote respectivedytti (action of repeating) andara

(action of performing), for examplegpmanth yate According to vrttika'>

word tapas
conjugate only irparasmaipapddor instancetapasyati P ini*>* says affixkya used in
sense ofidvamangemission) after the words \pa (steam) and man (heat) when these
nominals end imdvity (second triplet of nominal ending) to denote object. Atika®®®
provides kya affix after phena (foam) is also given under this rule. Therefore the

example of this affix iphen yate

Affix **®kya comes in the sense kéra a (doing) after abda(sound),vaira (hostility),
kalaha (strife), abhra (cloud), ka va (sin) andmegha(cloud), when they denote the

object of the action for instancabd yateetc. V rttika'>’

provides for some more words
in the above listaa ,a , k ,ko ,po ,so ,pru plu , sudina(happy

days),durdina(sad days) andih ra for example,at yate sudin yate nih r yateetc.

Affix kya also comes in the sensevafdan (feeling, experience) aftetukha(pleasure,
happiness) etc. nominal stems when pleasure etc. denotes agent'€xperience
(kart vedan). According to Prof. R. S. Sharm&“the genitive inkarttu , as a modifier
to sukha etc., has to be interpreted to denoteay rayin ‘locus and object of locus’
relation. This way, the agent becomes the locusaya) where the object of locus
( rayin), such assukha etc., is located”. Kik listed 12 words irsukh di assukha,

dukha, tripta, gahana, kriccha, astra, lah, prat pa, karu a, kripa a andso ha.

After addition ofkya affix dh tus conjugate only intmanepadaas ‘ yatdsyate’ for
example, payyate/ payasyate After addition of kvip affix dh tus conjugate in

parasmaipadas ‘ati’ for examplek ati.

12 A 03.01.15.

13 tapasa parasmaipadam Mah bh ya, vol-Ill, page no. 67.

%4 A . 03.01.16.

15 phen cca- Mah bh ya, vol-Ill, page no. 67.

%% A 03.01.17.

157 a k ko po so pru plu graha am sudinadurdinbhy ca nh r cca- Mah bh ya, vol-
lll, page no. 67.

158 Ramanath, Sharma, The Adhy y of P ini’, vol-lll, page no. 251.



P ini assignskya affix from those words which is noev nominals (PS: | did not
understand this due to bad language). Affra denotes the sense laiu (become) after
words listed inlohit di and also after those which end in affixc for example,
lohit yati/lohit yate patapat yati/ patapatyate K ik *°° sayslohit dii as an k tiga a.
Those oflohit di listed under thdh di must end irkya affix and those of thbh  di
listed in thelohit dii will take kya for instancenidr yati/nidr yate Mah bh ya presents
different opinions from K ik . According to Mahbh ya®° lohita is not aga a.
Therefore Patafijali reducéshit di to lohita. According to Blamanoram'® kya affix
endings conjugate also parasmaipadabecauseanuvtti of parasmaipadais coming

froms tra e tkartari parasmaipadangA .01.03.78)tcs trav kya (A .01.03.90).

After addition ofkya affix dh tus conjugate inpsarasmaipadaas ‘ yati (PS: check

spelling) for example,nidr yatiand tmanepadas ‘ yate’ for example, nidyate

P ini*% introduced i affix after puccha(tail), bh a (pot) andc vara (rag) which

ends indvity (second triplet of nominal ending) and denkéeman (object of doing).

V rttika®®® underlines thati affix afterpucchaused in sense of lifting or throwing about

with the upasarga(preverbs)ud, vi andpari for instanceutpucchayateparipucchayate

Similarly*®* i affix afterbh  aandc vara used in the sense sém cayana(collecting

pots) andarjana or paridh na (procuring or wearing rags) respectivdtyr example,
165

sa bh ayate sa cvarayate Affix I also comes after the rokam (to wish, to

desire) in root sender example, kmayate

After the addition of i , dh tus conjugate in tmanepadaas ayate’ for example,

k mayate

159k tiga 0 ayam. yni lohit di u pathyante tebhyakya eva, aparipathitebhyastu kyeva bhavat
K ik -03.01.13, vol-l, page no.- 160.

160 |ohita jbhya kyavacanam+ Mah bh ya, vol-lll, page no. 64.

161 Balmanorama, vol-1ll, page no. 525.

62 A 03.01.20.

163 pucch dudasane vyasane paryasane-ddah bh ya, vol-1ll, page no. 69.

64 bh  tsam cayanec var darjane paridhne ca- Mah bh ya, vol-Ill, page no. 69.

15 A . 03.01.30.



The affix®® ic in the sense dfara a (making) comes aftgradaswhich contairmu a
(shaven, bald)mi ra (mixture), lak a (soft, smooth)Java a (salt), vrata (ritual vow,
vow), vastra (dress, attire)hala (plough),kala (strife, a bud)k ta (favour, done)t sta
(matted hair or cleaning, combing hair) and which denote the aifjecingfor example,
mu ayati, mirayati etc. P ini'®’ introduced a general tra of ic affix - ic comes
after saty pa (truth),p a (snare),r pa (shape)v  (lute),t la (cotton), loka (verse),
sen (army), loma (hair on the body)tvaca (skin), varma (protective armor)yar a ,
c r a (powder) and all those verbal roots which are belonging te thaeliga a (class
cur) for example, r payati, tvacayati, corayati etdccording tov rttika'®® an gama
(augment) namelypuk comes afteartha , vedaandsatya nominal stems for instance
arth payati, vedpayati etc.Affix **° ic also comes after verbal roots wheatumat

(causal action) is expresstt example, krayati, p cayati etc

After the addition of ic affix, dh tus conjugate only inparasmaipadaas ayati’ for

example corayati,r payati ctc.

Affix 1°ya comes in the sense kifiy samabhihra (repetition or intense action) after a
ek ¢ (monosyllabic) verbal root beginning withhala (consonant) for instange pacyate
(cooks again and again). Affya , nityam (invariably, obligatorily) come after a verbal
root with the signification ofgati (motion) provided thakauilya (crookedness) but
without kriy samabhihra (repetition or intense actiofdr exampleca kramyate After
these two general rules assiga affix after selected number of roots nityam
(invariably, obligatorily) in sense dfh vagarh (contempt for action) comes after verbal
rootslup (to cut or break)sad (to sit),car (to walk or move)jap (to mutter silently any
sacred formula or chantgbh (to yawn or gape)ah (to burn),da (to bite) andy (to

swallow).

After the addition ofya affix dh tusget duplicated and conjugate only imanepadas

‘ yate’for examplep pacyate

166 A . 03.01.21.
17 A . 03.01.25.
168 arthavedasatyn m pugvaktavya - K ik - 03.01.25, vol-I, page no.- 163.
169 A . 03.01.26.
170 A [ 03.01.22.



Affix 1! yak comes in root sense after verb roots listelan ga a. Thesega a are
treated as both @h tu (root) and gr tipadika (the crude form of base of a noun, a noun
in its uninflected statdpr exampleka yati. The Mahbh ya states thatak should be
introduced aftedh tu becausanuvtti of dh tu comes frons tra 03.01.22. The purpose
of thek asit of yak affix is to blockgu a andv ddhi. According to SR’ if roots are
denoted in root sense thgakis used invariablynjityam)

After the addition ofyak affix, dh tus conjugate in tmanepadaas Yyate for example,

ka yateand inparasmaipadas Yyati’ for exampleka yati.

Affix 1® ya comes insw rtha (root sense) after verbal rootmip (preserve),dh p
(fumigate, torture)yicchi (approach)pa i (to praise) angbani (to praise)for example,

gop yati, dh p yati vicch yati etc

After additions of ya affix dh tus conjugate only inparasmaipadaas ‘ yati’ for

example,pa yati, pan yati etc

Affix "* ya comes in root sense after verbal rad{to hate) for examplet yate/t yate
This verbal root is treated asmutra because it is only available stra. The sautra
dh tusare not available in the listing of roots of tiite tup ha. According to K ik this

root is used in the sensegif  (censure, despite).

After the addition ofya dh tus conjugate only in tmanepadaas yatée for example,

t yate

The problem ofn madhtus will be handled by searching Monier William Digital

Dictionary*"® if the remaining root is not found in our basic verb root daba

1A . 03.01.27

172 ebhyo dhtubhyo nityam yaksysw rthe - Vaiy kara asidd ntakaumudi, vol-1ll, page no. 544.
1% A . 03.01.28.

74 A . 03.01.29.

175 Bontes, Louis, 2001, Digital Dictionary SanskdtEnglish of Monier Williams.



2.6 Prefix Identification

There are 22 prefixes in Sanskrit which can be found at the begiohihg verb-form
strings. According to SK° prefixes are indicating special meaningsbhsvati means
‘becomes’ but after the addition of different prefiygs; pr , sam anu abhi, ud and
pari the sense obhavati changes differently. It can be identified throughvaya

(concurrent presence) amgatirekany ya (concurrent absence).

upasargea dh tvartho bal danyatra nyate.

prah r h rasamhravih raparih ravat.
Three type¥’ of changes take place after adding any prefix in to tHeasr

dh tvartha b dhate kacit tamanuvartate.

tameva viina tyanya upasargagatistridh

The database for identifying the prefixes is as follows-

no_id pre_id
1 pra
2 pr
3 apa

Table: 7 (prefix identification)

Thus after passing through all the above modules, the verb foftrhendglorrectly tagged

for all morph-syntactic information resulting in root andaéinalysis.

2.7 Verb identification for K raka

Verb analysis through reverse khian approach is a very difficult task and along with
k raka analysis, it can not be completed in a limited time séagch. P inian grammar

is generative so except primary or normal verb, forms akrosecondary forms like

176 upasarg stvarthavie asya dyotak - Vaiyakaranasiddmtakaumud vol-11l, page no. 54.

7 Nautiyal, Chakradhar Hans, 1995, Hada-anuvd-candrik* Motilal Banarasidass, Delhi. page no.
369.



jjanta, sannataandya anta etc. are making it more difficult. It has been decided to
make a data-bases of frequently used verbs of the SanskribXapately 438). This
number may be debatable but verbs are searched from a Sanglu#, canrrent Sanskrit
literature and those apearning in theaka prakaraa of SK andA .. In the first data-
base ¢h tu-p tha) verb information are stored. The structure of iDkp tha data-base is

as follows-

dhtu id| dhtu ga a artha pada| se/ve/ani karmak

212

367

39 I # " # #
$ #% &

174 (C ) (

365 | + |.-% 1% (

391y 0 1* (

Table: 8 (dh tu information)

In the seconddh tu roopg data-base, verb forms are stored with same urdbut id.

The information of 2 , #3 # 45 and $ s also stored along wittlh tu

roopa The sequences of the information are as follows-

2 #1= 2= 3=
#1= , 2=1%
3 #1=3 ,2=3 ,3=3+,4=6( ,5=(3 ,6=3 ,7=7 ,8=189 ,9=3+ 10=
7+,
45 #1l=:, ,2=< ,3==
$ 1=>3%$ ,2=?%$ ,3=@-%

The karma i andbh va v cyaverb forms are not stored till the time due to limited time

of research work. The structure of e tu roopadata-base is as follows-

dhtu id | dhtu roopa| vcya pada lak ra purua | vacana
311 % ,( 1 1 1 1 1
291 | (s w 1 1 1 2
99 A 1 1 3 1 3




29 B: & 1 1 4 2 1
170 @@ & 1 1 5 2 2
77T 1 1 6 2 3
426 |.c( 1 1 7 3 1
318 | p 1 1 8 3 2
429 *C 1 1 9 3 3
267 (Cc - 1 2 10 3 3

Table: 9 (dh tu rupa identification)







3.0 Definition of K raka

P ini without defining the term kaka introduces it in the 8a k rake (A . 1.4.23).
The reason for not defining the termr&ka might have been that it was well known
among grammarians. Etymologicalyraka is the name given to the relation subsisting
between a noun and a verb in a sentenceinPassigns the namk raka to such
syntactico semantic relations. The term means any factochwtontributes to the

accomplishment of any action. Literalky raka'"®

means ‘that which brings about’ or
‘doer’. P ini introduced the terrk rakain theadhik ra-s tra. Normally technical terms
are introduced in the nominative case but in the A4.23, the terrk rakeis introduced
in the locative case. From this, it appears thatir® wanted this term to function as a
meaning condition restraining the application of the designation irteadsubsequently,

thatisupto A. 1.4.55.

K ty yana from the very beginning takksrake as asa | s tra which need not be
defined by providing aa j in. Patajali thinks that the ternk rake is ananvartha
sa j because it has been introduced in #i@asa] section and this is also

vi e a atvena adhikra because this term has been stated in the locative case

Bhart hari'’® argues thak raka is the capacity to produce an action. He states that a basic
capacity to bring about an action which is inherent eithesiaviin locus or in some other

locus is considered to be the instrument.

According toK ik v tti the wordk rakeis avi e a a (qualifier) which is placed at the
head of the domain of the designatagnd naetc. In fack rake qualifies the statements
dhruvaetc. in the definitions which followK rake is a synonym ohimitta (cause) and
that it has the same meaninghasu(cause of an action).

180

N ge a in hisLaghumaju , analyzesk raka to be a thing having the capacity to

accomplish an action — the capacity which is found inherent in ghpogsessing the

178 5 D.Joshi & J.A.F. Roodbergan, 19¥4, kara a Mah bh ya, page-ii

179 v P. Bhatta, 1991, Epistemology, Logic and Gram(aaalysis of sentence-meaning), vol-1, page-103.
180 k rakatvam kriy janakakatva akty raya samaveta vy r bhini patti s marthy m, Laghumaju

page 1163



actual power to produce the action. For him such a capaditgriical with the operation
of vy p ra. Bharthari and Ngea were greatly influenced by the etymological
explanation of the terrk raka by Patajali as karoti iti k rakami (that which brings out
or accomplishes action).

Jagadia'®

in his abda aktiprak ik states that the meaning expressed by the particular
post-nominal affix becomes tlikeraka, if such a meaning is to be related with the action

expressed by the verb.

Giridhara ¥ibhakty rthanir aya) has modified the theory &f raka outlined by Jagada.
According to him the meaning of the post-nominal affixes caneparded ax raka
provided that-
(1) they are invariably related to an action
(2) they are never related to the meaning of any nominal stem
(3) they are not referred to by the post-nominal affixes thatadded to a
noun on account of the presence of another word.

There are three possible interpretati8hef k rake (A . 1.4.23) rule as follows-
0] the wordk rakeis anadhik ra
(I the wordk rake states a meaning condition

(1 the wordk rake serves as a qualifier to the domain of the tkama a etc.

3.1 Types oK raka

There are sik rakas —kart (Agent),karma(accusative, objectkara a (Instrumental),
sampr dana (dative, Recipient)ap d na (Ablative) andadhikara a (Locative). The
Genitive case is not related to the verb, it is in the seineé 'or ‘possessed of’ so this is
not k raka These names are not just arbitrary labels. Thesskas have their own
individual action. Thekart k raka is linked with the role of independently carrying out

an action (A. 1.4.54). Thekarma kraka is linked with the thing most effected or

181 v P. Bhatta, 1991, Epistemology, Logic and Gram(aaalysis of sentence-meaning), vol-1, page-105.
182 Sharma, Rama Nath, 2003, ‘The Adhy yi of P ini’, Munshiram Manoharlal Publishers Pvt. Ltd.,

Delhi, pp-229



considered to be the main goal of an action undertaken by the agenl.@249). The
kara a k raka is linked with the role ‘as most effective tool or instrumeised by the
agent (A . 1.4.42). Thesampr dana k raka is linked with the role of receiving through
the grammatical object (A 1.4.32). Theap d na k raka is linked with the point from
which somebody something departs or moves away (A4.24). theadhikara a k raka
is linked with the role of location (A 1.4.45).

P ini links directly thek raka relations to case endings or post nominal suffixes.
According to P ini, case endings recur to express skialaka relations akart etc and
they are known apratham (nominative endings) etc. Ani assign six different case
endings for expressing the six typeskofaka relations. P ini assigns one more type of
case ending (which is notkaraka) assambandhggenitive). It generally expresses the
relation of a noun to another. The genitive must not be construitieé verb. In these

seven types of case endings, there are 2Yibhpktis
3.1.1 Kart k raka

P ini describeskart k raka in only ones tra. P ini mentions it as the las tra of

k raka prakaraa. A k kara'®® which is independent is calléart k kara (A . 1.4.54).

In this s tra, uddeya is svatantra andvidheyais kart . Thek ik *®* explainssvatanta
aspradh nabh ta (principal, who is the chief one). According ko ik '® thek kara
whom/which the speakers wishes to present as the independehabisethe one who is

not subordinate with regard to the accomplishment of the actioiveasdhe designation
kart (agent). What P ini means by the independence of the agent is beautifully brought

by Bharthari*®® He say¥’ the sickle etc functions as instrument only when they are

183 svatantra kart (A .1.4.54).
184 svatanta iti pradhnabh ta ucyate(K ik 1.4.54)
185 agu bh to ya kriy prasiddhau svtantrye a vivakyate tatkrakam kart saj am bhavatiK ik
1.4.54).
8 pr gnyata aktil bh nnyagbhv p dan dapi | tadadhnapravttitv t pravt n m nivartant
Il ad atv tpratinidhe pravivekepi
dar ant | r dapyupakritv t sv tantryam karturiyate I

(v kyapadya 3.7.101)
187 Charu Deva Shastri, 1990, fni Re-interpreted, Motilal Banarsidass, page-2



moved to activity by the agent who is already possessed oftikie orce. Independence

does not mean that the agent does not need the co-operatammaft®® (object) etc.

In the following sections, the karaka formalism is presentid. rfotations used for this

are as follows-

notation marker
rule no rle #
a dhyy A
condition con
result res
formal statement fs
pseudo code pc
verbal base vb
pre-verb pv
nominal stem ns
v rtika Vv

Table: 1 (Notation)

P ini makeskarman kara a andsampradna k raka, samj of kart k karain specific
conditions. Later Kty yana adds more rtika in the same raka. The formulation of

kart k kararelated rules are as follows-

rle # A 1.4.54

rule svatantra kart

con ak rakaindependent of others.

res kart tva

fs {kart ([svatantra])}

pc if (k rakaissvatantrg kart

188 sy tantrasy prayojyatvam kara diprayoktt | kartu sv tantryametaddhi na karndyanapekt

Il
(vkyapadya 3.7.102)



But P ini assigns two rules in whickart k raka becomessampradna k raka as

follows-

rle #
rule
con
res

fs

pc

A1.4.40

praty bhy m ruva p rvasya kart

verb rootru used prefixegbrati/

kart of prioract sampradna

{ sampradna(kart [ prior act (prati/ + ruvb)])}
check verb form for ther given condition

if true then locat&art

assignsamprad narole

P ini has a similar rule with different root as follows-

rle #
rule
con
res

fs

pcC

Al441

anupratig a ca

verb roog prefixed withanuprati

kart of prioract sampradna

{ sampradna(kart [ prior act (prati/ +g vb)])}
check verb form for condition

if true then locat&art

assignsampradnarole

P ini makes one rule wherart k rakabecomekarmank raka if causative verb forms

are used of certain verbs follows-

rle #
rule

con

res

fs

A 1452

gatibuddhipratyavasn rtha abdakarmkarmak maikart sa au
causative forms ofabdakarmaka, gati, buddhi, pratyavasrthaka,
akarmakaused

kart karman

{ karman ( kart [ ijanta ( abdakarmaka, gati, buddhi,

pratyavasn rthaka, akarmakab ) ] )}



pc

check verb form for condition
if true then locat&art

assigrkarmanrole

K ty yana adds three rtika in thiss tra as a modification whekart k raka becomes

karman k raka as follows-

re #
rule
con
res

fs
pc

rle #
rule
con
res

fs

pcC

rle #
rule
con
res

fs

pc

v of A1.4.52

niyant kart kasya vaheranedha

kart of causativevahdh tu governing or restricting
kart karman

karman{ kart (niyant [ ijantavahvb])}

check verb form for condition

if true then locate kar

if true then see it iniyant

assigrkarmanrole

v of A 1452

jalpatiprabh t n mupasamkhynam

kart of causativgalp orbh dh tu

kart karman

{ karman(kart [ ijantajalporbh vb])}
check verb form for condition

if true then locat&art

assigrkarmanrole

v of A1.4.52

d eca

kart of causatival dh tu

kart karman

{ karman(kart [ ijantad vb])}
check verb form for condition

if true then locat&art



assigrkarmanrole

K ty yana adds fouw rtika in the aboves tra as a modification whekart k raka

becomekara a k rakaas follows-

rle # v of A1.452

rule n vahyorna

con kart of causativen orvahdh tu

res kart kara a

fs { kara a (kart [ ijantan,vahvb])}
pc check verb form for condition

if true then locat&art

assigrkara arole

rle # v of A1.4.52

rule dikh dyorna

con kart of causativead orkh ddh tu

res kart kara a

fs {kara a(kart [ ijantaadorkh dvb])}
pc check verb form for condition

if true then locat&art

assigrkara arole

rle # v of A1.4.52

rule bhak erahims rthasya na

con kart of causativdohakShdh tu in the sense of non-violence
res kart kara a

fs { kara a (kart [ahims rthaka ijantabhakavb])}

pc check verb form for condition

if true then locat&art

assigrkara arole

rle # v of A1.452



rule abd yaterna

con kart of causative forms ofabd ya n ma dhtu
res kart kara a

fs { kara a(kart [ ijanta abd yanmadhtu])}
pc check verb form for condition

if true then locat&art

assigrkara arole

Generallypratham vibhakti (A . 2.3.46) is used ikart k raka but alongwith itt ty
(A .23.18) andath (A . 2.3.65)vibhaktisare also used ikart k raka These are

described in theibhaktisection.

3.1.2 Karman k raka

According to P ini*®® the item most desired to be reached or to be obtained tathe

is calledkarman kraka The k ik ' explains the rule askartu kriy y yad ptum

i atamam tat krakam karmasamj m bhavati it means thak raka which is the item
most desired to be reached through the action ofk#ie receives the designation
karman The k ik ' maintains a distinction between the conventiomal a) and
derivational prak tipratyayajanyd meaning of the wordpsita The word, asr ha
means ‘desired’ although derivationally it means ‘desired to baireat’. This second
meaning directly relates an object of desire to the actidietaccomplisheds(dhy3.
Here p has two meanings ‘to reach’ and ‘to obtain’. Accordinflypsitatamamay be
taken to mean ‘what is most desired to be reached by #m #gough his action’ and
‘what is most desired to be obtained by the agent’. Beit® presents a three way
classification ofkarman as nirvartya (where a thing is presented as different from its
material cause)yik rya (where a thing is presented as a modification of its nahter
cause) angr pya(where the action does not have any effect whatsoever upadnirige

classified akarmar which may be most desired to be obtained by the agent.

189 kartur psitatamam karméA . 1.4.49)

199K ik on1.4.49

191 Sharma, Ramanath, 1995, The Alhy y of P ini, vol-Il, page-258.

192 joshi, S.D. and J.A.F.Roodbergen, 1998, dhy y , vol- IV, Sahitya Akademi, page-133.
193 v kyapadya, vol- IIl, 2: 161-173.



P ini makesap d na and sampradna k raka samj of karman kkara in specific
conditions. Later Kty yan adds more rtika and addsara a k raka samj of karman

k raka. The formulation okarman k kararelated rules are as follows-

rle # A 1.4.49

rule kartur psitatamam karma

con kart seeks most to attain by its action
res karmatva

fs { karman( psitatam[ kart ]) }

pc if (psitatamofkart) karman

P ini makes this rule wider in nesttra. He says that if something is not desired by the

kart it is still karmank kara as follows-

rle # A 1.4.50

rule tath yuktam cn psitam

con not psitabut likewise connected with an action
res karman

fs { karman( an psitam[ kart ]) }

pc checkkart

if true then checlan psitam
assigrkarmanrole
P ini mentions two exceptions of thstra in favour of sampradna andap d na

k rakaas follows-

rle # A 1.4.36

rule sp her psita

con desired bkart with verbal bassp h
res sampradna

fs { sampradna( psita[sphvb])}
pc check verbal basp h

if true then check something desiredkayt

assignsampradnarole



rle # A 1.4.27

rule v ra rth n mpsita

con desired bkart with vb having the meaning ofra a (warding off)
res ap d na

fs {ap d na( psita[v ra rthakavb])}

pc check vby ra rthaka

if true then check it is desired kgrt

assignap d narole

P ini makes provision fokkarman kraka in the nexts tra by specific domain as

follows-

rle # A 1.4.38

rule krudhadruhorupas ayo karma

con person towards whom anger is directed whekrubdhg druh with a
preverb.

res towards whom anger karman

fs { karman( locus of anger[ upasarga + krudha/druhab ] ) }

pc check the vb

if true check the locus of anger

assigrkarmanrole

K ty yana adds twe rtika in karmank raka prakara a. One of them makes provision
for karmank raka and other makes provision whémarmank raka becomeskara a

k rakaas follows-

rle # v of Al1.451

rule akarmakadhtubhiryoge dea k lo bh vo gantavyo’dhv ca karma
samj aka

con akarmaka dhtu with de a, k la, bh va, gantavya nrga v caka abda

res de a, k la, bh va, gantavya nrga v caka abda karman



fs { karman (dea, kla, bhva, gantavya nrga v caka abda [
akarmakavr]) }

pc checkakarmakavb
if true then check relevant words

assigrkarmanrole

rle # v of A2.3.13

rule yaje karmaa kara asamj sampradnasya ca karmasamj
con karmanof vbyaj

res karman kara a

fs { kara a (karman[yajvb])}

pc check vb

if true then checkarman

assigrkara arole

Generally dvity vibhakti (A . 2.3.2) is used irkarman kraka but alongwith it
pratham (A .3.4.69)tty (A .2.3.22)caturth (A .2.3.12),pa cami(A . 2.3.10),
ath (A .2.3.65) andaptam (v rtika of A . 2.3.36)vibhaktisare also used ikarman
k raka

3.1.3 Kara ak raka

P ini'® says the factor most effective in the accomplishment efatttion is termed
kara a k raka. The rule uses dhakatamama derivate ending in affixamap and
denotingati yana (excellence). P ini usestamapto indicate that the participation of
kara a is most useful in accomplishing the action. Theik '*®> explains the rule as
“kriy siddhau  yatprak opak rakam  vivakitam  tats dhakatamam  kakam
kara asamjam bhavati. It means that most efficierk raka which is desired to be
expressed as per-eminently helpful in bringing about an aaicgivies the designation
kara a.

The requirementg® for a word to function akara a are mainly two as-

1. the item denoted must be involved in the action.

194 5 dhakatamam karaam (A . 1.4.42)
9% K ik onl.4.42
19 Joshi, S.D. and J.A.F.Roodbergen, 1998 ,dhy y , vol-IV , Sahitya Akademi, page-122.



2. the item denoted must be the most effective means or irestitutm bring about
the action.
That is to say the means must be such that as result okjtshesaction is immediately
produced. As stated by Bhdrari®’ that “when immediately after the operation of
something the speaker wishes to say that the action is fulbrgdished, then that thing

is traditionally said to have the statuskafa a”.

P ini makeskarman and sampradna k raka samj of kara a k kara in specific

conditions. The formulation dfara a k kararelated rules are as follows-

rle # A 1.4.42

rule s dhakatamam karaam

con most effective factor in accomplishment of action
re s dhakatama kara a

fs { kara a ([ s dhakatamg ) }

pc check ns con

assigrkara arole

Generallyt ty vibhakti (A . 2.3.18) is used ikara a k kara but alongwith itdvity
vibhakti (A . 1.4.43),caturth (A . 1.4.44),pa cami (A . 2.3.33) andath (A .
2.3.51) vibhaktis are also used kara a k raka. These are described in thébhakti

section.

3.1.4 Sampradna k raka

P ini'%® gives the definition ofampradnak rakaas that which thiart (agent) wants
to connect with the object of the action of giving is calacthprad na k raka. The word
sampradna can be interpreted as denoting its etymological meaminga¢tha samj )

as samyaka pragate asmai(he to whom something is properly given). Theik %

interprets the rule askarma  kara abh tena kart yamabhipraiti tatkrakam

97 kriy y  parini pattir yadvyp r d anantaram, vivalyate yad tatra kara atvam tad smtam
(v kyapadya, 3.7.90).

198 karma yamabhipraiti sa sampratiam(A .- 1.4.32)
199K ik on1.4.32



sampradnasamj m bhavati It means the item which the agent has in view through the
karman which is thekara a, that k raka receives the designatiosampradna. The

k ik adds that sinceampradnais known to be an etymologically significant name, it
is understood in connection with the action denoted by the verbal ¢hds@o’ give).
Pata jali does not emphasize the etymological sensaofpradna.

In any act of giving, thré€ factors are involved - the giver, the thing given and the
person to whom it is given. The last one is calledstérapradna (recipient). Bharhari
identifies three types afampradna. Bharthar?®' says that one becomsamprad na by

not declining the offer, by making a request and by giving co@'sent. Giving means
relinquishing one’s own ownership over something and creating somebody else
ownership without taking anything in return.

P ini discussedsampradna k raka in differents tra. The formulation osampradna

k kararelated rules are as follows-

rle # A 1.4.32

rule karma yamabhipraiti sa sampratam
con That which the agent gives to object

res action of giving sampradna

fs { sampradna ( yamabhipraiti| karma 1)}
pc checkyamabhipraiti

if true then checkarman

assignsamprad narole

rle # A 1.4.33

rule rucyarth n m pryam a

con who is pleased when vb having the significatioruof(please)
res pryam a sampradna

fs { sampradna( pr yam a/[ rucyarthakavb] ) }

pc check the vb

if true then checkr yam a

200 lyer K.A. Subramania, 1969, Bhdrari : A study of the \kyapadya in the light of ancient
commentaries, Deccan College, Poona. Page no. 316.

201 anir ka tkartustyg ga karmaepsitam, prera numatibhym v labhate samprachat m |
(v kyapadya, 3.7.20-21).



rle #
rule

con

res

fs

pc

rle #
rule
con
res

fs

pc

rle #
rule

con

res

fs

pc

assignsamprad narole

A1.4.34

| ghahnusth ap mj psyamna

person who desired to be cognizant of the praise with gba,
hnu , sth and apa

j psyamna sampradna

{ sampradna(j psyamna[ | gha hnu,sth, apavb])}
check the vb

if true then check psyamna

assignsamprad narole

A 1.4.35

dh reruttamar a

the creditor with causal vb dh (owe)k raka
uttamara sampradna

{ sampradna (uttamar a [causal vb ofih ])}
check vb

if true then checkittamar a

assignsampradnarole

A 1.4.37

krudhadruhery s y rth n m yam prati kopa

to whom anger is directed when vb having the signification of
krudha druhg, r ya,as yais used

yam prati kopa sampradna

{ sampradna (yam prati kopgvb in the sense dfrudha druha,
ryaasyal)}

check vb

if true then checlkam prati kopa

assignsampradnarole



rle #
rule
con
res

fs

pcC

A 1.4.39

r dhk yoryasya viprana

To whom enquiries are made withrvidhaor k a used.
yasyaviprana sampradna

{ sampradna ( jisake viaya me prana[vbr dhaor ka])}
check vb

if true then checkasya viprana

assignsampradnarole

K ty yana adds twe rtika in sampradna k raka prakara a. One of them is making

karman samj of sampradna k raka and other one is making more wide range of the

P inistraA

rle #
rule
con
res

fs

pcC

rle #
rule
con
res

fs
pc

.- 1.4.32. The formulations are as follows-

v of A23.13

yaje karmaa kara asamj sampradnasya ca karmasam]
vbyaj is used

sampradna karman

{ karman( sampradna[ vbyaj]) }

check vb

if true then checkamprad na

assignsamprad narole

v of A23.13

kriyay yamabhipraitiso’pi sampradnam

That which the agent wants to connect with the action
yamabhipraiti sampradna

{ sampradna (jisak abhipr ya siddhahd vb])}
check vb

if true then checlgamabhipraiti

assignsampradnarole



Generallycaturth vibhakti (A . 2.3.13) is used isampradna k kara but alongwith it
dvity vibhakti (A . 2.3.12) andtty (A . 1.4.44) vibhaktis are also used in

sampradna k raka. These are described in thibhaktisection.
3.1.5 Apd nak raka

P ini stated the definitio?” of ap d na k raka as when ablation or separation is to be
effected by a verbal action, the point of separation iscafled na The literal meaning

of the word dhruva is fixed. The k ik ?® interprets this rule asdhruvam
yadap yayuktamapye s dhye yadavadhibham tatk rakamapd nasamjam bhavati

It means thak raka which becomes the starting point (of moving away) receives the
designatiorap d na Commentator8* explain that even mental association and turning
away can justify the assignment of the teqond na. Commentators also explain that two
entities serving at the same time as a reference poiapipa can also be termed

ap d na Bharthar?® has classifiedp d nainto three types as follows-

1. nirdi avi aya— where movement away is explicit in the action.
2. up ttavi aya— where movement away is explicitly assumed.

3. apekitakriy —where a root signifying apa is not mentioned.

P ini discussedip d na k rakain a separate tra. The formulation obp d na k kara

related rules are as follows-

rle # A l1.4.24

rule dhruvamapye’p d nam

con The fixed point in relation to moving away
res dhruva ap d na

fs {ap d na(dhruval ap ya])}

pc checlap ya

202 dhruvamapye’p d nam(A .- 1.4.24).

2% K ik on A .-1.4.24

204 na hi k yasamprptip rvaka evp yo bhavati, kim tarhi, cittasampptip rvako’pi bhavati (Mbh
1.2.24)

2% nirdi  avi ayam kimcidupttavi ayam tath, apekitakriyam ceti tridhp d namuccyate(v kyapadya,
3.7.7-8)



rle #
rule
con
res

fs
pc

rle #
rule
con
res

fs

pcC

rle #
rule
con
res

fs

pcC

rle #
rule

con

if true then checklhruva

assignap d narole

A1.4.25

bhtr rth n m bhayahetu

with verbal base having the meaninglofortr ,
cause of fear ap d na

{ap d na(bhayahetybh ortr vb])}

check vb

if true then checkhayahetu

assignap d narole

A1.4.26

par jeraso ha

item which is unbearable whenjvilnsed with preverpr .
asoha apdna

{ap d na(asoha[pr -jivb])}

check vb with pv

if true then checlaso ha

assignap d narole

A1.4.28

antardhau yendar anamicchita

The person by whom wishes todmardh na
yen dar anam ap d na

{ ap d na(jisase chipan [antardh na]) }
check vb related @ntardh na

if true then checken dar anam

assignap d narole

A 1.4.29
khy topayoge

person who relates when regular instruction is denoted



res

fs

pcC

rle #
rule
con
res

fs

pcC

rle #
rule
con
res

fs

pc

rle #
rule

con

res

fs

pc

khy t ap d na
{ap d na( khyt [upayogad]) }
check vb related tapayoga
if true then checkkhy t

assignap d narole

A 1.4.30

janikartu prak ti

material cause, thkart (agent) of vijan arises
material cause ap d na
apdna{kraa(kart [janvb])}

check vb

if true then check ra a of kart

assignap d narole

A1431

bhuva prabhava

prabhava(place of origin) fokart with vb bhu
prabhava ap d na

ap d na{ prabhava(kart [bh vb ])}
check vb

if true then checkrabhavaof kart

assignap d narole

v of A2.3.28

jugups vir mapramd rth n mupasamkhyham

which is abhorred with having the sense giugips , vir ma,
pram da

which one neglects ap d na

{ ap d na( which is abhorredjugups, vir ma pram davb ])}
check vb

if true then check which is abhorred

assignap d narole



Generallypa cam vibhakti (A . 2.3.28) is used imp d na k raka but alongwith it
dvity vibhakti(A . 2.3.32) and ty (A . 2.3.35)vibhaktisare also used iap d na

k raka
3.1.6 Adhikaraa k raka

The real abode of action is the agent who does it or the objedtioh it is done. But the
agent and the object must exist on something before the action cdonkbe That
something is calleédhikara a k raka (abode). It helps in the accomplishment of the
action indirectly through the agent or the object. This is becausetion is supposed to
be located in the agenkdrt sth kriy ) or object karmasth kriy ). According to
P ini?® the place or thing which is the site or substratum of therastibsisting in the
agent or the object and is thereby the immediate site of astiathikara a. Actually,
this rule assigns the teradhikara a to the dh ra (locus) of ankriy (action). The
meaning of dh ra in the grammar as a participanpak rin (contributing) towards
accomplishing an action. The kk ?°’ derives the word dh ra in the sense of
dhriyante’smin kriy . It means actions are located therein. Thékk explains the rule
as kart karma o kriy rayabhtayo dhra akriy m prati vy dh ra
tatk rakamadhikaraasamj am bhavati It means thak raka which with regard to the
action of supporting is the location of tkart or thekarman which are the substrata of
the action, receives the designatamthikara a. Patajali has not commented on this rule.
Bhart hari recognized three types adlhikara a based on the relationship between what

serves asdh ra (locus) and what is considered as the thing heltd€yg as follows-

1. aupale ika
2. vai ayika

3. abhivy paka

P ini discussedadhikara a k raka in a separats tra. The formulation ofadhikara a

k kararelated rules are as follows-

206 dharo'dhikara am (A . 1.4.45)
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rle #
rule
con
res

fs

pcC

rle #
rule
con
res

fs

pcC

rle #
rule
con
res

fs

pc

rle #
rule
con
res

fs

A1.4.45

dh ro’dhikara am

dh ra (locus) ofkriy (action)
dh ra adhikara a
{adhikaraa ( dh ra[kriy ])}
check vb

if true then check locus

assignadhikara a role

A1.4.46
adhi sth s m karman
dh ra (locus) of vb , sth and swith the pvadhi
dh ra karman
{ karman( dh ra[pvadhi+ ,sth, svb])}
check vb with pv
if true then check locus

assigrkarmanrole

A 1.4.47
abhinivi a ca
dh ra of vbvi is used with pwabhini
dh ra karman
{ karman( dh ra [ pvabhi+ni+vi vb])}
check vb with pv
if true then check locus

assigrkarmanrole

A 1.4.48

up nvadhy vasa

dh ra of vbvasis used with pwpa, anu, adhor
dh ra karman

{ karman( dh ra[ pvupadanuadhi +vasvb])}



pc

rle #
rule
con
res

fs

pcC

check vb with pv
if true then check locus

assigrkarmanrole

v of A1.4.48
abhuktyarthasya na
vbvasin the sense afpav sawith pvupa
dh ra adhikara a
{ adhikara a ( dh ra [ pvupa +upav s rthakavasvb]) }
check vb with pv
if true then check locus

assigmadhikara a role

Generallysaptam vibhakti (A . 2.3.36) is used imadhikara a k raka but alongwith it
tty (A .2.3.44)pa cami(v rtika of A . 1.4.31) anda th (A . 2.3.64)vibhaktisare

also used imdhikara a k raka. These are described in thiehakti section.

3.1.7 Optionalk raka

There are threk kara s tras, and later, ong rtika is added by Kty yana where more

than onek kara is possible. P ini makes one tra whenkart k rakabecomegkarman

or optionally kara ak raka as follows-

rle #
rule
con
res

fs

pcC

A 1.4.53

h kroranyatarasym

causative forms of the Wb ork dh tuused

kart  karman/ kara a

{ karman/ kara a (kart [ causativeh ,k vb])}
check causative vb

if true then checkart

assigrkarmanor kara arole



K ty yana adds one rtika in the aboves tra as a modification whekart k raka

becomekarmanorkara a k raka optionally as follows-

rle # v of A1.4.53

rule abhiv did or tmanepade veti xyam

con vb vad used with pvabhi and vbd used in causative and

tmaneform

res kart  karman/ kara a

fs { karman/ kara a (kart [ pv abhi + causirive & tmanepad
vadd vb])}

pc check causative vb

if true then checkart

assigrkarmanor kara arole

P ini makes provisions fokarmanandkara a k kara optionally in the nexs tra as

follows-

rle # A 1.4.43

rule diva karma ca

con most effective factor in the gambling with dily
res s dhakatam karmanorkara a.

fs { karmar kara a (s dhakatan{ vbdiv])}

pc check vidiv

if true then check dhakatam

assigrkarmanor kara arole

P ini makes provision fosamprad na andkara a k kara optionally in the nexs tra as

follows-

rle # Al.4.44

rule parikraya e sampradnamanyatarasym
con most effective factor in effectimpgrikraya a

res s dhakatam sampradna/kara a



fs { sampradnaorkara a (s dhakatan{parikraya a]) }
pc check vb insense péarikraya a
if true then check dhakatam

assignsampradna or kara a role

P ini makes provision folkkarman and other k raka optionally in the nexs tra as

follows-

rle # Al1l451

rule akathitam ca

con Thatk raka which has not yet been mentioned

res kart /karmankara a/sampradna/ap d na/adhikara a

karman

fs { karman
(kart /karmarikara a/sampradna/ap d na/adhikara a[
akathita] ) }

pc check vb in sense périkraya a

if true then check dhakatam

assignsampradnaor kara a role
3.2 Karmapravacarya

P ini describekarmapravacarya samj (It is also anadhik ra) in the fourth part of
the first chapter of A dhy y (from A .1.4.82 to A . 1.4.97). The&karmapravacaryas

a?® also. So alkarmapravacaryas arenip ta. There are

come in the domain atfip t
three vibhaktisqvity , pa camiandsaptam) used in the context &armapravacarya.
The wordkarmapravacarya is derived by introducing afffi® anyar to denote agent. It
is nonti and comes within the domain oty  also. So it will be termed dst*'° and

k tya®. The affixanyar is construed with paSt. Al k tya®*ending words are used in

28pr gr var nnipt (A .1.4.56)
29 tayyattavynyara (A . 3.1.96)

20k dati (A .3.1.93)

Alkty (A .3.1.95)

22ph te (A . 3.2.84)

23k tyalyuobahulam(A . 3.3.113)



different meanings. The woikhrmanof karmapravacarya is used here in the sense of
action. It is for this reason thearmapravacarya is interpreted as having the sense ‘that
which denoted action in the past'. It is also understood thatraapravacarya does not
denote any action at the current time. Bhrenti explainkarmapravacarya as follows-

kriy y dyotako nyam na sambandhasyacaka |

n pi kriy pad k epi sambandhasya tu bhedaka ||
It meanskarmapravacarya does not denote aririy (action), nor does it denote any
sambandha(relatum), it does not even mark another action to be construbdtiveit
present, it simplyphedaka(distinguishes) a particular relationship kArmapravacarya
distinguishes an action by serving as a characteristik foasomething special about the
action. Puyar j defineskarmapravacarya as ahetu (cause) which distinguishes a
particular sambandhave a (relatum) additionallyupajanita (brought) to a particular

kriy vi e a (action).

P ini makeskarmapravacaryasamj of 11nip ta within above mentioneddhik ra.

The formulation okarmapravacaryarelated rules are as follows-

1. anu karmapravacarya:

P ini makeskarmapravacarya samj of anuin four semantic conditions (and in all

conditions, addition o&nu,dvity vibhaktisare used by A.- 2.3.8) as follows-

rle # A 1.4.84

rule anurlak a e

con ifanuis denotindak a a (characteristic mark’s)
res karmapravacarya

fs { karmapravacarya(anuflak a a]) }

pc checkanu

if true then checkak a a

assigrkarmapravacarya

rle # A 1.4.85
rule tty rthe



con ifanuis denoting the sense bfy (third triplet ofsup

res karmapravacarya
fs { karmapravacarya(anu[sense of ty ])}
pc checkanu

if true then check sensetofy

assigrkarmapravacarya

rle # A 1.4.86

rule h ne

con ifanuis denotingh na (less, inferior)
res karmapravacarya

fs { karmapravacarya(anu[hna])}
pc checkanu

if true then check sense loha

assigrkarmapravacarya

rle # A 1.4.90

rule lak a etthanbht khy nabh gavps su pratiparyanava

con ifanuis denotindak a a, itthambht khy na, bh gaorv ps

res karmapravacarya

fs { karmapravacarya (anu[ lak a a, itthambht khy na, bh ga
orvps ])}

pc checkanu

if true then checkak a a, itthambht khy na, bh gaorv ps

assigrkarmapravacarya

2. upa karmapravacarya:

P ini makes karmapravacarya samj of upa in one semantic condition (and in

addition ofupa, saptam vibhaktisis used by A .- 2.3.9) as follows-

rle # A 1.4.87

rule upo’dhike ca



Condition ifupais denotingadhika(more) orh na (less, inferior)

res karmapravacarya
fs { karmapravacarya ( upa[ adhikg h na-artha] ) }
pc checkupa

if true then checkdhikaor h na-artha

assigrkarmapravacarya

3. apa karmapravacarya:

P ini makes karmapravacarya samj of goa in one semantic condition (and in

addition of @a, pa cami vibhaktiss used by A .- 2.3.10) as follows-

rle # A 1.4.88

rule apapar varjane

con ifapais denotingvarjana (exclusion).
res karmapravacarya

fs { karmapravacarya ( apa[ varjana] ) }
pc checkapa

if true then checkarjana-artha

assigrkarmapravacarya
4. pari karmapravacarya:
P ini makeskarmapravacarya samj of pari in three semantic conditions (and in

addition ofpari respectivelypa cami(A .-2.3.10) anddvity (A .- 2.3.8)vibhaktisare

used as follows-

rle # A 1.4.88

rule apapar varjane

con if pari is denotingvarjana(exclusion).
res karmapravacarya

fs { karmapravacarya ( pari [ varjana] ) }

pc checlpari



if true then checkarjana-artha

assigrkarmapravacarya

rle # A 1.4.90

rule lak a etthanbht khy nabh gavps su pratiparyanava

con if pari is denotindak a a, itthambht khy na, bh gaorv ps .

res karmapravacarya

fs { karmapravacarya ( pari [lak a a, itthambht khy na, bh ga
orvps] )}

pc checlpari

if true then check abowtha

assigrkarmapravacarya

rle # A 1.4.93

rule adhipar anarthakau

con if pari is denotinganarthaka(avidyamn rtha)
res karmapravacarya

fs { karmapravacarya ( pari [ anarthaka] ) }
pc checlpari

if true then checknarthaka-artha

assigrkarmapravacarya

5. karmapravacarya:

P ini makeskarmapravacarya samj of in one semantic condition (and in addition

of , pa cami vibhaktigs used by A .- 2.3.10) as follows-

rle # A 1.4.89

rule mary d vacane

con if is denotingmnary d (extent spatial limit)

res karmapravacarya

fs { karmapravacarya( [ mary d , abhividhy rthaka]) }

pc check



if true then checknary d , abhividhi-artha

assigrkarmapravacarya

6. prati karmapravacarya:

P ini makeskarmapravacarya samj of prati in three semantic conditions (and in

addition ofprati respectivelydvity (A .-2.3.8) andpa cami(A .- 2.3.11)vibhaktisare

used) as follows-

rle # A 1.4.90

rule lak a etthanbht khy nabh gavps su pratiparyanava

con if prati is denotindak a a, itthambht khy na bh gaorv ps

res karmapravacarya

fs { karmapravacarya ( prati [ lak a a, itthambht khy na bh ga
orvps ])}

pc checkprati

if true then check abovartha

assigrkarmapravacarya

rle # A1.4.92

rule prati pratinidhipratid nayo

con if prati is denotingpraitinidhi or pratid na

res karmapravacarya

fs { karmapravacarya ( prati [ praitinidhi, pratid na ]) }
pc checlprati

if true then checkraitinidhi, pratid na-artha

assigrkarmapravacarya

7. abhi karmapravacarya:

P ini makeskarmapravacarya samj of abhi in one semantic condition (and in
addition ofabhi,dvity (A .-2.3.8)vibhaktiis used) as follows-



rle # Al1l491

rule abhirabh ge

con ifabhiis denotindak a a, itthambht khy naorv ps

res karmapravacarya

fs { karmapravacarya ( abhi[ lak a a, itthambht khy na, v ps ]
)}

pc checkabhi

if true then check abovartha

assigrkarmapravacarya

8. adhi karmapravacarya:

P ini makeskarmapravacarya samj of adhi in three semantic conditions (and in

addition ofadhi, respectivelydvity (A .-2.3.8) andsaptam (A .- 2.3.9)vibhaktisare

used) as follows-

rle # A 1.4.93

rule adhipar anarthakau

con ifadhiis denotinganarthaka(avidyamn rtha)
res karmapravacarya

fs { karmapravacarya ( adhi[ anarthaka] ) }
pc checkadhi

if true then checlnarthaka

assigrkarmapravacarya

rle # A 1.4.97

rule adhir vare

con ifadhiis denoting var (lord, master).

res karmapravacarya

fs { karmapravacarya ( adhi[ var-arthaka] ) }
pc checkadhi

if true then check var-arthaka

assigrkarmapravacarya



rle # A 1.4.98

rule vibh ki

con if adhi is used in sense ofvar with vb uk kara e (to do,
make).

res karmapravacarya

fs { karmapravacarya (adhi[ var rthaka adhi+k bv])}

pc check var rthaka adhi

if true then check bv

assigrkarmapravacarya

9. su karmapravacarya:

P ini makeskarmapravacarya samj of suin one semantic condition as follows-

rle # A 1.4.94

rule supjym

con ifsuis denoting j (respect, praise).
res karmapravacarya

fs { karmapravacarya(su[ p j rthaka] )}
pc checksu

if true then check j rthaka

assigrkarmapravacarya

10.ati karmapravacarya:

P ini makeskarmapravacarya samj of ati in one semantic condition (and in addition
of ati, dvity (A .-2.3.8)vibhaktiis used) as follows-

rle # A 1.4.95
rule atiratikrama e ca
con ifati is denotingatikrama a (excelling) orp | (respect, praise)

res karmapravacarya



fs

pcC

{ karmapravacarya (ati [ atikramaa,pj ])}
checlati
if true then checltikrama a, pj -artha

assigrkarmapravacarya

11.api karmapravacarya:

P ini makeskarmapravacarya samj of apiin one semantic condition as follows-

rle #
rule

con

res

fs

pcC

A 1.4.96

api pad rthasambhvan nvavasargagarhsamuccayeu

ifapi is denotingpad rtha, sambhvan , anvavasargagarh and
samuccaya

karmapravacarya

{ karmapravacarya ( api [ pad rtha, sambhvan , anvavasarga
garh , samuccayg) }

checlapi

if true then check abovartha

assigrkarmapravacarya






4.0 Vibhakti

P ini describesvibhakti in the thirdp da (part) of second chapter. In thi@da, the
vibhaktis (case endings) are introduced. The fgdta of this p da is anabhihite The
word anabhihite is used here in the sense afiukta (not stated) oranirdi a (not
mentioned). According to kik this is anadhik ra (governing, section heading) rule. It
is noted that aadhik ra is not necessarily continued in each of the rules belongirggto t
section concerned. It may be temporarily cancelled. It msyraldundantly be continued.
This rule allows the introduction of nominal endings only when ttheirotatum has not
already been expressed by some other means. There are foutiw#és-.-3.4.78) k t

(A .-3.1.93),taddhita(A .-4.1.76) ancdsam sa(A .-2.1.3) in which the denotatum of a
nominal ending can be expressed elsewhere.abhéite/ anabhihitedevice is not used
by P ini in the taddhita and sam sa section. It remains restricted to thie andk t
section only. But grammarians from t§¢ yana onwards have extended its application to
the other two sections also. According to Siddhkaumudin rare case as a fifth way
nip ta can be added, for instancei-av k o’pi samvardhya svayam chettumagpratam

In this examplena -tatpurua compound is used ims mpratam The meaning of

s mpratamis same as verbal forgujyateandkarman(vi v k a) is expressed byujyate
Thereforekarman(vi v k a) is expressed by mpratamalso and the first case ending is

used ins mpratam
4.1.1 pratham vibhakti
P ini describepratham vibhaktiin twos tras. There are three suffixé$ in pratham

vibhaktiassu au andjas. They are used to expréSsrespectivelyekavacanadvivacana

andbahuvacanaThe formulation opratham vibhaktirelated rules are as follows-

rle # A 2.3.46
rule pr tipadik rthali parim avacanamtre pratham
con pr tipadik rtha (ns meaning)li ga(gender)parim a

(measure) ovacana(number) is to be expressed.

214 svaujasamagha bhy mbhis ebhy mbhyasasibhy mbhyasasos m yossup(A .-4.1.2)
215 pahu u bahuvacanamnddvyekayordvivacanaikavacaifa .-1.4.21-22)



res pratham
fs { pratham ([ pr tipadik rtha, li , parim a, vacana]) }
pc check above con

if true then check dhakatam

assigrmpratham vibhakti

rle # A 2.3.47

rule sambodhane ca

con sambodhandaddress) is to be expressed
res sambodhana pratham

fs { pratham ([sambodhand) }

pc checksambodhana

assigrmpratham vibhakti

4.1.2 Optionalpratham vibhakti :

K ty yana suggests two changespi@atham vibhakti where it is used optionally as

follows-
rle # v of A14.31
rule tadykt dadhvana pratham saptamyau
con space or distance measured from any point
res pratham , saptam
fs { pratham , saptam (adhvang tadyktd])}
pc check above con
if true then check dhakatam
assigrpratham vibhakti
rle # v of A2.3.27
rule nimittapary yaprayoge sarvs m pr yadar anam
con if synonyms ofnimitta such asietu k ra a, prayojanaetc used
res all vibhakt?*®

218 Note : But words other then the pronoun do nat rtham anddvity vibhakti.



fs { pratham, dvity ,t ty , caturth, pa cam, a h, saptam( [
sarvan ma+ nimitt rthakans ])}
pc checksarvan ma+ nimitt rthakans

assign any samabhaktiin both

4.1.3 dvity vibhakti

P ini describesdvity vibhaktiin threes tras and in next three tra it is optional.
There are three suffix€< in dvity vibhakti - am au and as They are used to
expres§18 respectively ekavacana dvivacana and bahuvacana The formulation of

dvity vibhaktirelated rules are as follows-

rle # A 234
rule antar 'ntare a yukte
con whemantar (between) andntare a (without) are in use
res dvity
fs { dvity (sambandhd antar , antare a])}
pc checkantar and antare a

if true then check sambandha

assigndvity
rle # A23.5
rule k | dhvanoratyantasamyoge
con words denoting la, m rga with somekriy , dravyaor gu a and

atyantasamyogaignified

res dvity
fs { dvity (k la, m rgans[samyogd ) }
pc checkantar and antare a

if true then check sambandha

assigndvity

217 svaujasamagha bhy mbhis ebhy mbhyasasibhy mbhyasasos m yossup(A .-4.1.2)
218 phahu u bahuvacanamnddvyekayordvivacanaikavacaiia .-1.4.21-22)



rle #
rule
con
res

fs

pcC

A238

karmapravacaryayukte dviy

word in construction withkarmapravacarya
karmapravacarya dvity

{dvity ([karmapravacarya])}
checkkarmapravacarya

assigndvity

K ty yana adds twe rtika related tadvity vibhaktiwhich are as follows-

rle #

rule

con

res

fs

pcC

rle #
rule

con

res

fs

pcC

v of A1.4.48

ubhasarvatasok ry dhigupary di u tri u dvity mre it nteu
tato’yatr pid yate

words in composition witlubhayata, sarvata, dhik, upari-
upari, adhyadhiandadho’dha .

dvity

{ dvity (sambandhd ubhayata, sarvata, dhik, uparyupari,
adhyadhi, adho’'dha] ) }

check above words

if true then checkambandhaf these words

assigndvity

v of A1.4.48

abhita parita samaynika h pratiyogepi

words in composition witlabhita , parita , samay, nika |,
h ,prati

dvity

{ dvity (sambandhdabhita , parita , samay, nika , h , prati
1)}

check above words

if true then checkambandhaf these words

assigndvity



4.1.4 Optionaldvity vibhakti:

P ini makes provision fodvity and a h vibhaktioptionally in the followings tra-

rle # A 2331

rule enap dvity

con in conjuction with another stem which ends in afia*®
res dvity / a h

fs {dvity , a h (sambandhd enapsuffix ending]) }

pc checkenapsuffix ending

if true then checkambandhaf this word

assigndvity or a h

P ini makes provision fordvity , tty and pa cami vibhakti optionally in the

following two s tras-

rle # A 2.3.32

rule p thagvin n n bhistty ntatarasy m

con a ns in conjuction witp thak vin orn n

res dvity ,tty andpa cami

fs {dvity ,tty andpa cami(sambandhdp thak vin ,n n ])}
pc check wordg thak vin orn n

if true then checkambandhaf these word

assigndvity ,tty orpa cami

rle # A 2335

rule d r ntik rthebhyo dvity ca

con a ns in conjuction wittl ra, antikaor their synonyms

res dvity ,tty andpa cami

fs {dvity ,tty , pa cami(sambandhd d ra, antikaor their

synonyms ) }
pc check the synonyms af ra, antika

219 enabanyatarasymad re’pa camy (A .- 5.3.35).



if true then checkambandhaf these word

assigndvity ,tty orpa cami

4.1.5 tty vibhakti:

P ini describeg ty vibhaktiin five s tras and in next fives tras it becomes optional.
There are three suffixé8 in t ty vibhakti - , bhy m andbhis They are used to
expresé21 respectivelyekavacanadvivacanaandbahuvacanaThe formulation ot ty

vibhaktirelated rules are as follows-

rle # A23.6

rule apavarge tty

con If atyantasamyogandapavargaboth are signified

res words denoting time and path tty

fs {tty (k lav caka m rgav caka[apavarga+
atyantasamyod

pc check thé lav caka m rgav cakawords

if true then checkpavargaandatyantasamyoga

assign ty

rle # A 2.3.19

rule sahayukte’pradhne

con if ns denoteapradh na used in conjunction witlsaha or its
synonyms

res apradh na tty

fs {tty (apradh na[ sahaor its synonyms])}

pc check thesahaor its synonym words

if true then checkpradh na

assign ty
rle # A 2.3.20
rule yen gavik ra

220 syaujasamagha bhy mbhis ebhy mbhyasasibhy mbhyasasos m yossup(A .-4.1.2)
221 pahu u bahuvacanamnddvyekayordvivacanaikavacafia .-1.4.21-22)



con if defective organ indicates defect of the body

res aga tty
fs {tty (agavik ra])}
pc check the word which are indicatianga

if true then checkik ra

assign ty

rle # A23.21

rule itthambh talak a e

con if ns mark or characteristic indicating that a persontbing is of
this sort.

res laka a tty

fs {tty (lak a a[ bhedakd )}

pc check the word which are indicatilak a a

if true then checbhedaka

assign ty

rle # A 2.3.23

rule hetau

con if a ns denoteletu(cause)

res hetu tty

fs {tty ([hetu])}

pc check the word which are indicatibatu
assign ty

K ty yana adds one rtika related ta ty vibhaktiwhere it is used as follows-

rle # v of A2.3.18

rule prak ty dibhya upasamkhyam

con if ns indicates such asak ti (nature)
res tty

fs {tty ([prakti])}

pc check the word which are indicatiprak ti



assign ty

4.1.6 Optionalt ty vibhakti:

P ini makes provision fort ty vibhaktioptionally with a h andsaptam vibhaktisin

the following fours tras-

rle #
rule

con

res

fs

pcC

rle #
rule
con
res

fs

pc

rle #
rule
con
res

fs

pcC

A 2.3.27

sarvan mnastty ca

if pronominal stem which dendtstuandhetuitself used in
conjunction

tty

{tty, a h (hetu+sarvan ma|[ hetvarthakd ) }

check the pronominal stem

if true then is ihetvarthaka

assignty or a h

A 2.3.44

prasitotsukbhy mtty ca

if ns connected witprasita or utsuka

tty , saptam

{tty , saptam( prasita utsuka] adhikara a])}
check theprasitaor utsuka

if true then connectivity with ns

assigrnt ty orsaptam

A 2.3.45
nak atre ca lupi

if ns terminates ilup®*

and denotedak atra (constellation)
tty , saptam
{tty ,saptam (lup endingnak atra [ adhikara rthe])}

check théup endingnak atra

222 pratyayasya ludulupa (A .- 1.1.61) andubavie e (A .- 4.2.4).



if true then connectivitadhikara rthe

assignt ty orsaptam

rle # A23.72
rule tuly rthairatulopam bhy m tty nyatarasym
con if synonym oftulya excepttul andupam used and relation

with ns to be expressed is that of reminder.

res tty, ah
fs {tty, a h (sambandhatuly rtha (excepttul ,upam )])}
pc checlktuly rtha word exceptul , upam

if true then relation with ns

assignty or a h
4.1.7 caturth vibhakti

P ini describesaturth vibhaktiin only a singles tra when it becomes optionally with
a h vibhakti K ty yana adds fouv rtika related tocaturth vibhaktion A .- 1.4.44.
There are three suffix& in caturth vibhakti- e, bhy m andbhyas They are used to
expresé24 respectively ekavacana dvivacana and bahuvacana The formulation of

caturth vibhaktirelated rules are as follows-

rle # v of Al.4.44

rule t darthye caturthv cy

con if ns used in the sensetoflarthya(cause)
res caturth

fs { caturth ( [ prayojanat darthya]) }
pc checkprayojanat darthya

if true then assignaturth

rle # v of Al.4.44

rule Kl pi sampadyamme ca
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con if vb are having the sensekbfpi.

res sampadyama caturth
fs { caturth ( sampadyamna| kI pi, sampadjanvb])}
pc check vb

if true then checkampadyama

assigncaturth

rle # v of Al.4.44

rule utp tenaj pite ca

con The good or evil portended by heavenly phenomenon
res caturth

fs {caturth ([utp ta])}

pc checkutp ta

if true then assignaturth

rle # v of Al.4.44

rule hitayoge ca

con A word in composition withita
res caturth

fs { caturth (sambandhdhita]) }
pc check n#ita

if true then check relation

assigncaturth

4.1.8 Optionalcaturth vibhakti:

P ini makes provision forcaturth vibhakti optionally with a h vibhaktisas follows-

rle # A23.73
rule caturth ¢ i y yu yamadrabhadrakiwalasukh rthahitai
con when items having the signification ofu ya, madra bhadrg

ku ala, sukha artha or hita used in conjuction and benediction is

expressed as a reminder.



res caturth/ a h

fs caturth, a h { sambandha( yu ya madra bhadra ku ala,
sukhaartha[ rv d rthaka]) }
pc check yu ya, madra bhadrg ku ala, sukha artha or hita

if true then check isit rv d rthaka
if true then checkambandha

assigrcaturth/ a h
4.1.9 pa cam vibhakti:

P ini describegpa cam vibhaktiin five s tras and in other twa tras pa cam vibhakti
becomes optional. Ky yana adds one& rtika related topa cam vibhakti There are
three suffixe¥” in pa cam vibhakti - asi, bhy m andbhyas They are used to expré<s
respectivelyekavacanadvivacanaandbahuvacanaThe formulation opa camvibhakti

related rules are as follows-

rle # A 2.3.42

rule pa cam vibhakte

con if ns denotes something from which something different is
distinguished.

res pa cam

fs { pa cam (nirdh ra raya[ vibh ga])}

pc checkvibh ga

if true then checkirdh ra raya

assignpa cam

rle # A 23.24

rule akartary e pacam

con if ns signifies a provided a serves as hetuother therkart
res pa cam

fs {pa cam ( abh ta hetuvcakal[ kart bhinna] ) }
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pc check abh ta hetuvcaka
if true then checkart bhinna

assignpa cam

rle # A 2.3.29
rule any r ditarartedik bd c ttarapad|j hiyukte
con if ns in construction withanya r ta, itara, te, dik abdag

a cuttarapada c pratyay nta or hi pratyay nta

res pa cam

fs { pa cam ( sambandhalanya r ta, itara, te, dik abda
a cuttarapada c pratyay nta or hi pratyay nta] ) }

pc check anyg r ta, itara, te, dik abdg a cuttarapada c
pratyay nta or hi pratyay nta
if true then checkambandha

assignpa cam

rle # A23.11
rule pratinidhipratid ne ca yasmt
con if ns conjoined with Barmapravacarya (prati) and either serves

aspratinidhi or pratid na

res pa cam

fs pa cam {sambandhg karmapravacarya [ pratinidhi, pratid na
D}

pc checkkarmapravacarya prati

if true then checkratinidhi, pratid na
if true then checkambandha

assignpa cam

rle # v of Al4.31

rule yata c dhvak lanirm am tatra pacam

con A point from whichadhvaork la is measured
res pa cam

fs {pa cam ([jah se mrga, klak n paho])}



pc checkyata ¢ dhvak lanirm a

assignpa cam

4.1.10 Optionalpa cam vibhakti :

P ini makes provision fopa cami vibhaktioptionally witht ty and a h vibhaktisin

the following twos tras-

rle # A 2.3.25

rule vibh  gu e’striy m

Condition if non-feminine stem denotiestuas well agu a

res pa cam,tty

fs { pacam, tty ( guavcaka hetu [ pumlli ga,

napumsakaliga] )}
pc checlgu av caka hetu
if true then checkumlli ga, napumsakalga

assignpa camortty

rle # A 23.34

rule d r ntik rthai a hyanyatarasym

con if ns in conjunction withd ra (far), antika (near) or their
synonyms.

res pa cam, a h

fs { pa cam, a h (sambandhdd r rthaka antik rthaka] ) }

pc check wordl r rthaka antik rthaka

if true then checkambandha

assignpa camor a h



4111 a h vibhakti:

P ini describesa h vibhaktiin threes tras and in other fous tras, a h vibhakti
becomes optional. There are three suffiXds a h vibhakti- as osand m. They are
used to expred€ respectivelyekavacanadvivacanaandbahuvacanaThe formulation

of a h vibhaktirelated rules are as follows-

rle # A 2.3.50
rule ah ee
con when thee a (remainder) is to be expressed by ns
res ah
fs {ah([ea])}
pc check e a (remainder)
assigna h
rle # A 2.3.26
rule a h hetuprayoge
con if ns denotebetu(cause) antietuitself used
res ah
fs { a h (hetvarthak abda+ hetu[ hetvarthak abda+ hetu] ) }
pc checkhetuitself used witthetvarthak abda

assigna h in both words

rle # A 2.3.30
rule a hyatasarthapratyayena
con if ns in conjunction with a ns terminated in an affix whichthas

sense oftasué?®.

res ah
fs { a h (sambandhdg having sense aitasucending ] ) }
pc check word having senseatfisucending

if true then checkambandha
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assigna h

4.1.12 Optional a h vibhakti:

P ini makes provision for fous tras where a h vibhakti is used optionally with

saptam vibhaktias follows-

rle # A 2.3.39
rule sv m var dhipatid y das k ipratibh pras tai ca
con if ns connected witlsv min, var, adhipati d y da, s k in,

pratibh orpras ta

res a h, saptam

fs { a h, saptam ( sambandhd sv min, var, adhipati d y da,
s k in, pratibh orprasta])}

pc check con words
if true then checkambandha

assigna h orsaptam

rle # A 2.3.40

rule yuktakual bhy mc sevy m

con if ns connected withyuktaor ku ala providedasev is involved
res a h, saptam

fs a h, saptam{ sambandhd yukra, kuala[ tatparat ]) }
pc check yukra, kuala

if true then checkyukra, kuala
if true then checkambandha

assigna h orsaptam

rle # A23.41
rule yata ca nirdh ra am
con if ns denotes many from amongst which one is singled out.

res a h, saptam



fs { a h, saptam (j ti, gu a, kriy , samj v caka[ ek dea
p thakkaraal]) }

pc checkek dea p thakkara a
if true then check ti, gu a, kriy , samj v caka

assigna h orsaptam

rle # A 2.3.38
rule a h c n dare
con if ns whose implied action characterizes another action ptbvide

an dara (disrespect) is denoted.

res a h, saptam
fs { a h, saptam(bh valaka a[ an daravi aye] ) }
pc checkan dara

if true then checbkh valak a a

assigna h orsaptam
4.1.13 Saptam vibhakti:

P ini describessaptam vibhaktiin threes tras and in anoothers tra saptam vibhakti
becomes optional. Ky yana adds fivey rtika related tosaptam vibhakti There are
three suffixe§® in saptam vibhakti as i, os and sup They are used to expréSs
respectivelyekavacanadvivacanaandbahuvacanaThe formulation okaptam vibhakti

related rules are as follows-

rle # A 239
rule yasm dadhikam yasya cearavacanam tatra saptam
con if ns connected witkarmapravacarya (upa adhi) and which

refers when a person or thing exceeds something else or to a
people whose lordship is being expressed.

res saptam
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fs { saptam (jisase adhikajisak sv mitva[ karmapravacarya])
}

pc checkkarmapravacarya (upa, adhi)
if true then checksase adhikaorjisak sv mitva

assignsaptam

rle # A 2.3.37

rule yasya ca bhvena bhvalak a am

con if ns, whose implied action characterizes another action
res saptam

fs { saptam (kriy v na[ kriy ntaralakita])}

pc checkkriy ntara lakita

if true then checkriy v na

assignsaptam

rle # A 2343w of A23.43
rule s dhunipu bhy marc y m saptamyaprate(A 2.3.43)
apraty dibhiriti vaktavyam(v of A 2.3.43)
con if ns connected with dhu or nipu a providedprati, pari or anu

is not in use andrc (respect) is conveyed

res saptam

fs saptam { sambandhd arc rthakas dhuy nipu a [ exceptprati,
pari, anu]) }

pc checkarc rthakas dhu nipu a

if true then check exceptati, pari, anu
if true then checkambandha

assignsaptam

K ty yana adds four more rtika related tasaptam vibhakti The formulation of these

s tras are as follows-

rle # v of A .-2.3.36

rule s dhvas dhuprayoge ca



con
res

fs

pcC

rle #
rule
con
res

fs

pcC

rle #
rule

con

res

fs

pc

rle #
rule
con
res

fs

pcC

if ns used alongwith the wordsdhu (good) oras dhu
saptam

{ saptam (jisake prati[ s dhu, asdhu]) }

check words dhu, asdhu

assignsaptam

v of A14.31

k | t saptamca vaktavy

if ns used in sense of time.
saptam

{ saptam ([k lav caka abda]) }
check word& la v caka

assignsaptam

v of A2.3.37

arh  mkarttve'narh  makarttve tadvaipaiye ca

if worthy are the agents or unworthy are not the agents or worthy
are not the agents or unworthy are the agents

saptam

{ saptam ( yogya, ayogya \caka abda [ yogya kraka k

kart tva, ayogya kraka k akart tva, yogya kraka k akrt tva,
ayogya kraka k karttva])}

check wordgogya, ayogya \caka abda

assignsaptam

v of A2.3.36

nimitt tkarmayoge

if nimitta (cause) associated with tkerman(object).

saptam

{ saptam (nimitta v caka abda[ nimitta kriy k karman hq )
}

check wordsimitta v caka abda

if true then checkimitta associated witkarmanof kriy



assignsaptam

4.1.14 Optionalsaptam vibhakti :

P ini makes provision in ons tra where saptam vibhakti is used optionally with

pa camvibhaktias follows-

rle # A 2.3.7

rule saptampa camyau krakamadhye

con if ns denoting time and place in between the two powers of
k raka

res saptam, pa cami

fs {saptam, pacami (K la, mrga Vv caka abda
[ aktidvayamadhyj@

pc checkk la, m rga v caka abda

if true then checkaktidvaya

assignsaptam or pa cami

4.2 K raka - vibhakti mapping

P ini discusses the entire gamut kfraka-vibhakti relations in three sections of
A dhyy as follows-
i). krakastra (A .-1.4.23t0 A .-1.4.55)
if). vibhakti stra (A .-2.3.1t0 A .-2.3.73)
iii). karma-pravacarya (A .-1.4.82to A .-1.4.97)

P ini discusses kaka in 33k raka-s tras in the following sequenceap d na,
sa prad na, karaa, adhikaraa, karman and kart. K raka only express by the
vibhaktis but this is not necessary that evetiphakti express tdk raka. P ini uses
vibhaktiin two manners as follows-

i). assigrk rakasamj then mark it by anyibhakti

ii). directaly use theibhaktiin any condition.



Under the krakas P ini has discussed only thosetras which are marking th& raka
samj . And in vibhakti section, Pini has disscused two types®tra as follows-
i). which are markingvibhkatis to any samj like different k raka, karma-
pravacanya etc.
il). which are assigning directalyibhaktis in any specific syntactic or semantic

condition.

In the karma-pravacarya part, P ini has defined those tras which are making the
karma-pravacarya samj of nip ta. In the above three sections thestas which are
makingk raka, vibhaktiandkarma-pravacaryasamj are disscused. But in this section

only thoses tras are discussed which are marking &ibhaktito anyk raka.
4.2.1 Kart k raka and vibhakti

Normally pratham vibhaktiis used irkart k rakabut P ini did not make directly any
rule for this. P ini say$® only pratham andtty vibhaktisare used irkart and
kara ak raka These rules are coming in the domain ofahabhihite(un-expressed). If
they are expressed by some other meansgreham vibhaktiis used in everk raka
Thepratham vibhaktiis employe®®® after a noun expressive of tkart , when thekart

is in agreement with the verb. According to Charu Deva Sh¥strihat is conceived as
independent in the accomplishment of the action is also the agdntot only what is
actually so, it follows that when the action of the agent ismended to be conveyed and
instead kara a and others are represented as the agent, the so-called Hgent
agreement with the verb, would take tatham vibhakt’. P ini assignst ty and
a th vibhaktiin kart k raka. P ini makeskarmansamj of kart k raka also in two
s tras as A .-1.4.52-53. Thereforevity vibhaktiis also used ikart k raka. P ini

assigns a th vibhaktito kart k rakain following ones tra as-

rle # A 2.3.68

rule adhikara av cina ca

Z2kart kara ayostty (A .-2.3.18)
23ti samn dhikara epratham , ‘P ini: Re-interpreted’ Motilal Banarasidass, Delhige no 3
234 Shastri Charu Deva, 1991, ‘Rni: Re-interpreted’ Motilal Banarasidass, Deltage no 3



con

res

fs

pcC

if ns in conjunction with suffixta®*>-ending word and denotes

adhikara a

kart ath

{ ath (kart [adhikara av c kta pratyaynta] )}
checkkta-ending word which denoteslhikara a

if true then checkart

assign a th

P iniassignd ty and a th vibhaktitokart k rakain ones tra as follows-

rle #
rule

con

res

fs

pc

A 2371

k ty n m kartari v

if ns used in the sensekafrt with construction of words ending
in suffix k tya

kart tty, ath

{tty, ath (kart [k tyapratyaynta])}

checkk tya-pratyay nta

if true then checkart

assignty or ath

K ty yana adds one rtika in whicht ty and a th vibhaktiare used ikart k rakaas

follows-

rle #

rule

con

res

fs

pc

v of A 2.3.66

e e vibh

if ns used with word ending in the suffikaanda ordained under
the sectiorstriy m ktin(A .- 3.3.94) are excluded

kart tty, ath
{tty, ath (kart [aka, a pratyaynta rahita strli gav c

k danta])}

checkk tya-pratyay nta

if true then checkart

25 kto'dhikara e ca dhrauvyagatipratyavas rthebhya (A .- 3.4.76).



assignty or ath

P ini assignsa th vibhaktito kart andkarmanboth in twos tras as follows-

rle #
rule

cion

res

fs

pcC

rle #
rule

con

res

fs

pcC

A 2.3.67

ktasya ca vartamme

if ns used in the sensel@rt or karmanwhen a word ending in
the suffixkta signifyingvartam na

kart , karman ath

{ ath (kart, karman[ vartam nak | ka kta pratyaynta]) }
checkk tya-pratyay nta

if true then checkart

assign a th

A 2.3.65

krt karma o Kk ti

if ns in the sense kart or karman used construction with a
word ending in a suffix >3

kart , karman a th

{ ath (kart,karman[k t pratyay nta] ) }
checkk t pratyay nta

if true then checkart orkarman

assign a th

K ty yana adds one rtika in which a th vibhaktiused irkart k rakaas follows-

rle #
rule

con

res

v of A 2.3.66

str pratyayayorakk rayorn yam niyama

if ns used with word ending in the suffikaanda ordained under
the sectiorstriy m ktin(A .- 3.3.94)

kart , karman ath

BeK dati (A .-2.1.93)



fs { ath (kart, karman[ aka, a pratyaynta strli gav ¢ k danta

1)}
pc checkaka, a pratyaynta strli gav ¢ k danta

if true then checkart or karman

assign a th

P ini negates the uses ofath vibhakti in kart or karman k raka in specific
conditions. Therefore concernetbhaktis (pratham, dvity , tty ) are used in that

condition. The formulation is as follows-

rle # A 2.3.69
rule na lok vyayani h khalarthatn m
con if ns used in the senselafrt or karmanconstruction with at ,

nac k nac kvasy ki, kin, u, uka avyaya kta, ktavaty
khalarthaandt n
res a th ni edha
fs { ath ni edha(kart, karman[ at, nac, knac, kvasu, Ki,
kin, u, uka, avyaya, kta, ktavatu, khalarthrat n]) }
pc check above counted suffix ending
if true then checkart orkarman

negatesa th

P iniassigng ty vibhaktitokart andkara a both as follows-

rle # A 2.3.18
rule kart kara ayostty
con if kart (agent) orkara a (the most effective means) used and

they are not expressed otherwise.

res kart ,karaa tty
fs {tty ([kart,kara a])}
pc checlkkart , kara a

assign ty



4.2.2 Karman kraka and vibhakti

P ini uses allibhaktisin thekarmank raka exceptsaptam vibhaktibut this place was
filled up by Kty yana. So after addition of Ky yana’'sv rtika on A .- 2.3.36, all
vibhaktis are used ikarmank raka. P ini assigndvity vibhaktiin karmank raka in

two s tras as follows-

rle # A23.2
rule karma dvity
con if karman(object) is used and not expressed otherwise
res karman  dvity
fs {dvity ([karman])}
pc checkkarman
assigndvity

P ini negates the uses d th vibhaktiin karmank rakain specific conditions.

Therefore concerned vibhakt\ity ) is used in that condition. The formulation is as

follows-

rle # A 2370

rule akenorbhaviyad dhamar yayo

con if words ending in the affixeskaorin and convaying the sense of
bhavi yat or bhavi yatin addition to dhamar yaare used

res a th ni edha

fs { ath ni edha( karman[bhavi yatk lika ak pratyay nta,
bhaviyatk lika + dhamar ya in pratyaynta ]) }

pc checlkkarman

negateslvity

P iniassignglvity andt ty vibhaktiain karmank raka as follows-

rle # A 2.3.22

rule samj o’'nyatarasy m karmai



con
res

fs

pcC

if vb j  use with pre-verlsam

karman dvity ,tty

{dvity ,tty (karman[pvsam+ vbj ])}
check v  with pvsam

if true then checkarman

negateslvity ortty

P ini assignscaturth vibhaktiin karmank raka as follows-

rle #
rule
con
res

fs

pcC

rle #
rule

con

res

fs

pcC

rle #
rule
con

res

A 2314

kriy rthopapadasya ca karmasth nina

ifkriy rthakriy is used withaprayujyamna tumun pratyaynta
karmanof tumun pratyaynta  caturth

caturth { karman (aprayujyamna tumun pratyaynta [

kriy rthakriy 1)}

checkkriy rthakriy

if true then checkarmanof tumun pratyaynta

assigncaturth

A 2.3.15

tumarth cca bh vavacant

if ns terminates in the affix that denotes action asgiienymous
with tumun

karman caturth

{ caturth (karman[ tumartha bhvavacang ) }

checktumartha

if true then checkarman

assigncaturth

A 2.3.16
nama svastisvh svadh’lamva a yog cca
if ns withnamassvastjsv h , svadh, alamorva a

karman caturth



fs

pcC

{ caturth (karman[ namassvastjsv h , svadh, alamorva a
1}

check wordeamassvastj sv h , svadh, alamorva a

if true then checkarman

assigncaturth

P ini assigngdvity andcaturth vibhaktioptionally inkarmank raka as follows-

rle #
rule

con

res

fs

pcC

rle #
rule

con

res

fs

pcC

A 2312

gatyarthakarma dvity caturthyau ce y manadhvani

if vb are having the sense gsti provided that theyati is ce
except th&karmanis notadhvan

karman dvity , caturth

dvity , caturth { karman( gatyarthakavb [ce +adhvand] ) }
checlgatyarthakavb withce +adhvana

if true then checkarman

assigndvity or caturth

A 2.3.17

manyakarmayan dare vibh ’'pr i u

if karmanof bv man provided that it does not dengte in and
disrespect is expressed

karman dvity , caturth

dvity , caturth { karman( vbman[ an dara+apr i ])}
check vimanwith ce  +adhvana

if true then checkarman

if true then checlan dara+ apr i

assigndvity or caturth

K ty yana modified the above rule and explained the vaprd i u as follows

rle #

rule

v of A2.3.17

nauk k nnauka g lavarje vitiv cyam



con

res

fs

pcC

apr i uisreplaced byau k ka, anna ukaand g la words in
aboves tra

karman dvity , caturth

dvity , caturth { karman( vbman[ an dara+apr iexcept
nay, k ka, anng ukaand g la])}

check vimanwithce + adhvana

if true then checkarman

if true then checlan dara+ apr i exceptauy k ka, anng uka
and g la

assigndvity or caturth

P ini assignga camivibhaktiin karmank rakain nexts tra as follows-

rle #
rule
con
res

fs

pcC

A 2.3.10

pa camyap paribhi

if karmapravacaryaapa  orpari are used

karman pa cami

{ pa cami( karman[ karmapravacaryaapa  orpari])}
checlkkarmapravacaryaapa  or pari

if true then checkarman

assignpa cami

K ty yana adds twov rtikas which are assignegba cami vibhakti in karman and

adhikara a k raka optionally as follows-

rle #
rule
con
res

fs

pcC

v of A14.31

lyablope karmayadhikara e ca

iflyap or ktv ending vb are dropped

karman adhikaraa pa cami

{ pa cami(karman adhikara a [ lyab, ktv pratyay nta kriy
lopa] )}

checKyab, ktv pratyay nta kriy lopa

if true then checkarmanor adhikara a



rle #
rule
con
res

fs

pcC

assignpa cami

v of A14.31

gamyamn ’'pi kriy k rakavibhaktn m nimittam

If the sense of vb are though undrestood

karman adhikaraa pa cami

{ pa cami(karman adhikara a [ lyabant kriy gamyamnal]) }
checkgamyamna kriy

if true then checkarmanor adhikara a

assignpa cami

P ini assignsa th vibhaktiin karmank rakain next eights tras as follows-

rle #
rule
con
res

fs

pc

rle #
rule

con

res

fs

pcC

A 2.3.52

adhgarthadaye m karmai

if vb convaying the senseadhk (to remember)dayand used
karman ath

{ ath (karman[ smara rthaka adhkvb,day, vb])}
checksmara rthaka adhk vb,day, vb

if true then checkarman

assign ath

A 2.3.53

k pratiyatne

if vb uk is used in the sense pfatiyatna (bringing about a
different quality) and it is expressed as a reminder

karman ath

{ ath (karman][ pratiyatn rthaka uk vb])}

checkpratiyatn rthaka uk vb

if true then checkarman

assign a th



rle #
rule

con

res

fs

pc

A 2.3.54

ruj rth n m bh vavacann majvare

if vb having the sense afj and they expredsh vavacanaexcept
vb jvari

karman ath

{ ath (karman[vbruj rth n majvari] ) }

check viruj rth n majvari

if true then checkarman

assigna th

K ty yana modified this rule by adding one more verb with verbal jvaseas follows-

rle #
rule

con

res

fs

pc

rle #
rule

con

res

fs

pcC

rle #

v of A23.54

ajvarisant pyoriti v .cyam

if vb having the sense afij and they express a state/condition
except the vivari andsamt p

karman ath

{ ath (karman[vbruj rth n mexceptvari andsamtp]) }
check viouj rth n mexceptvari andsamt p

if true then checkarman

assigna th

A 2.3.55
i ntha
if vbn th used in the sense of andkarmanitself s expressed
as a remainder
karman ath
{ ath (karman[vbn th ])}
check vin th
if true then checkarman

assign a th

A 2.3.56



rule j sinipraha an akr thapi m himsy m

con if vb j si (ijanta), ni/pra/nipra/prani + han ( ijanta), n
( ijjanta), kr th ( ijanta) or pi are signifyinghims (inflicting
harm) unless express otherwise

res karman ath

fs { ath (karman[ hims rthakaj si ( ijanta), ni/pra/nipra/prani
+ han( jjanta), n ( ijanta), kr th ( ijanta) orpi 1)}

pc check above vb

if true then checkarman

assign a th
rle # A 2.3.57
rule vyavahpa o samarthayo
con if vbvyavah (to conduct) angha (to bargain) are convaying the

same meaning unless tkermanis expressed otherwise

res karman ath
fs { ath (karman[ sam n rthakavbvyavah, pa 1)}
pc checksam n rthakavb vyavah, pa

if true then checkarman

assigna th
rle # A 2.3.58
rule divastadarthasya
con if vbdiv having the similar mining ofyavah andpa
res karman ath
fs { ath (karman[vyavahr rthaka divvb]) }
pc checkvyavahr rthaka div
if true then checkarman
assign a th
rle # A 2.3.66

rule ubhayapr ptau karmai



con if kart andkarmanare in construction with one and sakndant

suffix unless th&armanhas already been expressed otherwise

res karman ath
fs { ath (karman([ kart , karman[ k dant]]))}
pc checkkart , karman of k dant

if true then checkarman

assign a th
rle # v of A2.3.69
rule kameraniedha
con if vokamterminates in suffixik
res karman ath
fs { ath (karman[ ukendingkamvb])}
pc check vikamending withuk

if true then checkarman

assign a th

P iniassignglvity and a th vibhaktisoptionally inkarman krakain next s tra as

follows-

rle # A 2.3.59

rule vibh opasarge

con if vbdiv used with a pre-verb and denotes a similar meaning of
vyavah andpa

res karman dvity , ath

fs { dvity , ath (karman[ pv + vbdiv]) }

pc check pv + vidiv

if true then checkarman

assigndvity or ath

K ty yana makes twa rtikas to assigrdvity and a th vibhaktisoptionally inkarman

k rakaas follows-



rle # v of A 2.3.65

rule gu akarmai ve yate

con if vb is teeminates with affix t

res gau akarman dvity , ath

fs {dvity , ath (gau akarman[k t pratyay nta]) }
pc checkk t pratyay nta

if true then checkau a karman

assigndvity or ath

rle # v of A2.3.69
rule dvia aturv
con Advity and ath vibhaktiis optionally used in thkarmanof

the verbal basdvi when it terminates with affixat .

res karman dvity , ath
fs {dvity , ath (karman[vbdvi + affix at ])}
pc checlgatyarthakavb withce +adhvana

if true then checkarman

assigndvity or caturth

K ty yana makes one rtika to assigrsaptam vibhaktiin karman kraka as follows-

rle # v of A2.3.36

rule ktasyenviayasya karmayupasamkhynam

con if kta affix-ending word is terminates with affix also.
res karman saptam

fs { saptam ( karman[ kta-pratyay nta + in pratyaya] ) }
pc checkkta-pratyay nta + in pratyaya

if true then checkarman

assignsaptam



4.2.3 Karaa k raka and vibhakti

P iniusestty , pa cai and a th vibhaktisin thekara ak raka P iniassigng ty

andpa cam vibhaktisin kara ak raka as follows-

rle #
rule

con

res
Fs

pcC

A 2.3.33

kara e ca stoklpak cchakatipayasysatvavacanasya

if stoka alpa, k cch or katipayaare do not denoteattva and
kara ais not expressed otherwise

karaa tty ,hpacam

tty ,pa cam { kara a ( stoka alpa, k cch katipaya[ asattva]
)}

checkstoka alpa, k cch katipaya

if true then checlasattva

if true then checkara a

assignt ty or pa cam

P ini assignsa th vibhaktiin kara ak rakaas follows-

rle #
rule
con
res

fs

pc

4.2.4

A 2351

j o'vidarthasya karae

if the vbj  are used in the senseadida
kara a ath

{ ath (karaa[vbj 1)}

check vf

if true then checkara a

assign a th

Sampradna k raka and vibhakiti



P ini usescaturth vibhaktiin the sampradna k raka. K ty yana adds one rtika to
assignt ty vibhakti also insampradna k raka. P ini assignscaturth vibhakti in

sampradna k rakaas follows-

rle # A 2.3.13

rule caturth sampradne

con if sampradnais used and it is not expressed otherwise.
res sampradna caturth

fs { caturth ([ sampradnal]) }

pc checksampradna

assigncaturth

K ty yana adds one rtika to assigrt ty vibhaktiin sampradna k rakaas follows-

rle # v of A23.23
rule ai avyavahred a prayoge caturthyarthety
con if vod (to give) used with pre-verlsam and it denots

a i avyavahr (illicit affair)

res sampradna tty
fs tty {sampradna(vbd [ai avyavahr])}
pc check vidl withai avyavahr

if true then checkamprad na

assignt ty

4.2.5 Apd nak raka and vibhakti

P ini assigngpa cam vibhaktiin theap d na k rakain ones tra. The formulation of

thiss tra are as follows-

rle # A 2.3.28
rule ap d nepa cam
con if ns is used in the sense &b d na and it is not expressed

otherwise



res

fs

pcC

4.2.6

apdna pacam
{pacam ([ap d na])}
checkap d na

assignpa cam

Adhikara a k raka and vibhakti

P ini assigns a th and saptam vibhakti in adhikara a k raka The formulation of

theses tra are as follows-

rle #
rule

con

res

fs

pcC

rle #
rule

con

res

fs

pcC

A 2.3.36

saptamyadhikarae ca

if ns is used in the sense adhikara a (locus) when it is not
expressed otherwise additionally it occurs aftem (far), antika
(near) or their synonyms

adhikaraa  saptam

{ saptam ([ adhikara a]) }

checkadhikara a

assignsaptam

A 2.3.64

k tvo’rthaprayoge kle’'dhikara e

if ns denotek la (time) and a word ending in a suffix having the
meaning ok tvasuc(so many times) is actually used

k lav ¢ adhikara a ath

{ ath (k lav c adhikara a[ k tvasueendingns])}

checkk tvasueending ns

if true then check lav ¢ adhikara a

assign a th

Optional k raka and vibhakti



P ini assigns a special rule in the form of adhik ra (section heading, governing).

According to this rule, if concernddraka is expressed by arty , k t, taddhitg sam sa

and sometimenip ta then onlypratham vibhaktiis used otherwise concerneithhakts

are used. The formulation of this rule is as follows-

rle #
rule

con

res
fs (i)

fs (i)

pc

A23.1
anabhihite

if concerrk raka is anukta(not stated) oanirdi

(not specified)

by anyti , k t, taddhita sam saand some timesip ta also.
allvibhakts

{dvity ,tty , caturth, pa cam, a h, saptam( anabhihita

k raka[ti ,kt, taddhita sam sa,nip ta]) }

{ pratham (abhihita k raka[ ti , k t, taddhita sam sa, nip ta ]

)}

checkanabhihita

assign alvibhakts which is provided

The mapping betwedn raka andvibhaktican be shown in the following table as-

k raka s tra explanation vibhakti/s
One who is independent (the | A 2.3.01  pratham
kart A 1.4.54 most important source) in any| A 2.3.18 tty
action and executes the action A 2.3.65 ath
A 3.4.69 pratham
A 2.3.02 dvity
A2322 tty
karman A 1.4.49 which is most desired of agent A 2.3.12  caturth
through his action A2.3.10 pacam
A 2366 ath
A 2336va saptam
A 1443 dvity
that which is most instrumental A 2.3.18 tty
kara a Al1442 in accomplishment of any A 1.4.44 caturth




action A 2333 pacam
A 2351 ath

whosoever the agent A2323va tty

sampradna | A 1.4.32 | approaches for the object of theA 2.3.13  caturth
act of giving/benefit

ap d na A 1.4.24 | that from which/where A2332 tty
separation/departure is meant| A 2.3.28 pa cam
A2344 tty
adhikaraa | A 1.4.45 | that which is the locus/ Al431lva pacam
substratum of the action A2364 ath

A 2.3.36 saptam

Table: 1

4.2.7 vibhakti strasrelated to Vedic texts

P ini makes severk raka/vibhakti rules which are implemented only for the Vedic
texts. These rules are mentioned in the third part of the secapteciof A dhy y . In
the Vedic text, sometime differemtbhakts are used in place of actwd@bhaktis Since
the present research is focusing only on lthekika texts, therefore these rules are not

covered in the scope of present work. These rules are shaiva following table as-

Sr. No. S tra S tra No.
1 t ty cahochandasi A 2.3.03
2 S mantritam A 2.3.48
3 ekavacanam sambuddhi A 2.3.49
4 dvity br mhae A 2.3.60
5 pre yabruvorhavio devatsampradne A 2361
6 yaje ca kara e A 2.3.63
7 caturthyarthe bahulam chandasi A 2.3.62

Table: 2






5.0 Introduction

TheK raka Analysis System (KAS) is a partial implementation of th& R carried out

under this doctoral work. The KAS which is live latp://sanskrit.jnu.ac.ir(partial

system provided in the CD) is developed using Java serviehdkgy on Apache-
Tomcat web-server with RDBMS as backend. The KAS acdapkika Sanskrit text in
utf-8 Devan gari as input.The results are produced evan gari UTF-8. It analyzes
k raka-vibhaktifrom Sanskrit texts according to Aand SKformulations.At this point,
the system does not resolve the semantic ambiguity alohdkartan vcyaandbh va
v cya sentence analysis due to lack of the complete verb data-BhseKAS has

applications in MAT from Sanskrit to other Indian languages.

Please refer to the next page/appendix IV for screen shio¢ @inline KAS

The KAS web-application consists of the following components —
A JSP front end run on Apache-Tomcat web-server

Java objects for
0 Preprocessing the input
o ti antaanalyzer
0 subantaanalyzer
0

k rakaanalyzer

Data files

o ti antadatabase
avyayalexicon
karmapravacarya
KAS examples

supexamples

O O O o o

supdatabase

test corpus



5.1KAS - Architecture
Input text
Preprocessing
ti antaAnalyzer
avyayaAnalyzer
karmapravacarya
*Other pada[anya& pratyay nta]
supAnalyzer
*Disamiguator
k rakaanalyzer
Output text

*components not implemented in this release

5.2  The algorithm

tokenize each sentence based on full stapda)

send each token foir anta processing

in each sentence check every word for verb
if not found
check for one of thepasargas
if upasargafound

removeupasargaand check verb again
if not found again --> it is NOT a verb.
if no verb found in the sentence

reject the sentence go to next

sentence

if found



get its detailsdh tu, karmakay cya)
check for one of the 10 semantic lists of verbs

if found in a list mark it specially

check the rest for noussyayas

send the non-verb navyayafor subantaprocessing

analyze each non-verb, naayayafor subanta

getpr t padikaand suffix

send the results fdr raka processing

check if one of the special semantic conditions identified/&érb apply
if yes
assign thé& raka meant for that semantic condition
else

assign defauk raka

display results

5.3 KAS platform

The KAS is implemented in JAVA-JSP and unicode RDBMS technolagya $erver

Pages (JSP) technology provides a simplified, fast wayetateerdynamic web content.
JSP technology enables rapid development of web-based applicatioasetatver and
platform-independent. It allows careful mixing of Java code WillVML. The web-server

executes the Java code and inserts the results as HTML.

The Apache-Tomcat web-server is available under open source apndsidered a fast
web-server with a lot of security features. The folder stinecunder a typical JSP website
is as follows —

Web-server installation folder



webapps

your_website

I |
JSP pages web-inf

classes

Java objects

5.4 KAS modules

5.4.1 Preprocessor

The preProcess() call hands over the string to checkPunct(joiurfor searching for
punctuations. This is required for removing the un-necessary chardige inverted

coma, extra space etc. this function also removes unwantednféetigys or punctuations
from the inside of a Devanagari string. It makes use @hviahg datatypes for identifying

different kinds of punctuations —

String punctProper = ",.'([{}$#@!%"&*-_+=|\?/<>~ “:\"\u0964 \u0965";

String punctRoman= "abcdefghijkimnopgrstuvwxyzABCDE FGHIJKLMNOPQRSTUVWXYZ";
String punctNum = "0123456789\u0966 \u0967 \u0968 \ u0969 \u096A \u096B \u096C
\u096D \uO96E \uO96F";

String punctBullets = ")].<>-{}([* \u0970";
String punctBulletsExcept = "\u091A \u0928 \u0939";

String sub_punct_left = "([{*'\"";
String sub_punct_right = ")]}**\";,2.\u0964 \u096 5"

StringBuffer punctuations =new

5.4.2 Verb Analyzer

As discussed earliek, rake is the name given to the relation subsisting between a noun
and a verb in a sentence. P  discussed several situations in which a mismatch
betweerk rakaandvibhaktiis seen. Therefore the system requires additional infasmati
on verbs including semantic conditions under which they operateniRuses four
categories of the verbal bases in theaka prakaraa and vibhakti prakaraa as
sopasargapre-verb), ijanta (causative)dvikarmak(di-transitive) anch ma dh tus. As

a fifth category, normal forms can be added.



5421 upasarga dhtus

K ik adds 24ipasargasn the commentary of A 1.4.59. as pra, par , apa sam anu,
ava nis, nir, dus dur, vi, , ni, adhi, api, ati, su ud, abhi, prati, pari andupa Among
these 2ipasargasP ini uses only 1lpasargain k raka prakara a as-ni, ava, par ,
any, prati, , sam upa adhi, pra andabhi. P ini uses 24 different conditions where
upasargaand dh tu combinations are used. In addition to thegmsargas,karman
sampradna ap d na k rakaanddvity ,tty , a h andsaptam vibhaktisare used. In
this list, there are thregh tuswhich can be used with amypasarga- ;* (-z T (-

Z 2?1 [* (-z \RIn foursopasarga dhtus, semantic condition is required sz

* (-2 T z 1*3z ] The remainingopasarga dhtusare as follows-
z &R[ z [ z T) z T*z 1T 1z 1 z
T &R Z T %'Z G[*3 ZHI1 &R ZHI1 1Z ([*3 Z (] * 7 8 [

Z ~[ z *57 zZ ~and z *5°
5.4.2.2 ijanta dh tus
P i i uses 22 ijanta (causative) forms of the verb. In the context of thelketus,
dvity , tty vibhakts andkarman, sampracha k rakasare used. One rtika and one
s tra are based on semantic condition @anta forms. These ijanta dh tus are as

follows-

y o ~t~t 0 ~T * )20) T R 9R R[ [ R[(%T I

Ul @1 R[)4T ' and

Among thesalh tus those operating on semantic condition are as follows-

). (T [ @11 RL)AT 1T tand ]

5.42.3 N ma-dh tus



K ty yana introduced only one ma dhtu in k raka prakaraa that is abd ya
Therefore thi:m ma dhtu is stored in a separate lexicon. But identification and aigly
of othern ma dh tus are not considering in the present research. This work isaselya

in continuing at the centre.

54241 Lexical Resource faii anta analyzer

A verb data-base of 43#h tusare being used for the KAS. The structure of the data-base

of dh tu information is as follows-

Dh tu_id | dh tu ga a Artha pada slvla s/a/d

1 bh bhv di satt parasmai | ani akarmaka

2 duha ad di prap ra e |ubhaya |ani dvikarmakal
3 ibh juhoty di | bhaye parasmai| ani akarmaka

4 druha div di ji gh sy m| parasmai | se sakarmaka
5 Ci sv di cayane Ubhaya | ani dvikarmakal
6 pracchi | tud di J psy m | Parasmai| ani dvikarmakal
7 aj Rudhdi | vyaktigati Parasmai| ve sakarmaka
8 manu tan di avabodhane| tmane se sakarmaka
9 j ky di avabodhane Parasmaf ani sakarmaka

Table: 1 dh tu information)

In this data-base onllgart forms are stored so the system is able to an&igrde v cya
sentences onlyse, ve or ani information along withpada ( tmanéparasmalubhayg
information is not required in thie raka analysis.sakarmakaakarmakaor dvikarmaka
information helps to analyZe raka andvibhaktiin kart andkarman This is also useful
in disambiguation okart andkarman In the next data-base (Table 2ih tu rupa
which is linked by the samgh tu_id of dh tu information table no 1, all verb forms are

stored in respectively in dik ra, puru a andvacana

5.42.4.2 Process df antaidentification



The system first search tanda’‘|’ (full stop in devangar script) for getting the string
of the sentence. Then for tokenizing theantasystem check every character of the word
through reverse module and match through verb data-base for ghtitiganta pada
which is used in the sentence. This loop will continue till any verisget in the
sentence. If anyi anta padais get, then all information which is relevant knraka
analysis are provided to system for further implementation fedosle no 1. Otherwise it
returns to check again dh tu is used withupasargaand after getting anypasarga
system removeupasargaand sendi anta padato table no 2 for getting thdh tu
identification no and result send tin tu information database for getting the relevant

information of thedh tu.

5.4.2.4.3 ti antainformation for k raka analysis

P inian k raka prakaraa including the SK rules also, the information needed for

k rakaare aga a, arthaandkarmaka

5.4.2.4.3.1 ga ainformation

P ini usesga a information only in ones ta which is A 2.3.17, where verbal bas@an
used. According to Rama Nath Shaffi4The manain this rule must refer to the root of
thetan di class as P ini makes the reference by usinganye(man used with augment
yan of thetan di class)”. But S. D. Joshi and J. A. F. Roodbeftfeare not agree with
this argument and they says thamdnyarefers to the verbal basean of the forth
conjugation div diga a)”. Other commentators of the Adhy y like Jij su, Pandey
etc are also accept ihan dh tu belongs fromdiv diga a thendvity and caturth
vibhakts are optionally used but han dhtu of tan diga a used then onhdvity

vibhaktiis used. The examples are-

aham tvmt am na manyeg( div diga a man dhtu- dvity vibhakt)
aham tvmt am na manyeg( div diga a man dhtu- caturth vibhakt)

natv mt am manve’ham(tan diga a man dhtu- dvity vibhakti)

27 Sharma, Rama Nath, 2002, ‘The Alhy yi of P ini’, vol-3, page no 125
238 Joshi, Sivaram Dattatray & Roodbergen J. A. F981The A dhy yi of P ini’, vol-vii, page no 35.



The system has rule base and small lexicon for solving tigpes of problems.

5.4.2.4.3.2 arthainformation

According to P inian k raka formulations, 54dh tus play an important role in
identifying k raka or vibhakti Some of them are used with a semantic category. These

dh tusare as follows-

*32[@34[UT)[ /7l % T _*7T [ .1 *R[ S[ &R[:[ *'and

dh tuswhich operate under a specific semantic condition are lasvil

JR[ 67 *67 5XR[a [ *3866[6] @34 T 8[ %:[ %12T[ ~[ 27
T *1 57 a6 ?1C[ ,R[ 21 4[ 37T (%] L1*T %[ %R D[ G

[ [ [ | [ VR[? :[ *2and

The system now can handle only some rules where semantiomai®tpelongs a group
of ti which is used in particular semantic condition like A.4.52 where a lexicon is
required of those verbs which are used in the same meanind. &wt verb is used in

any specific meaning condition then identificatiorkafaka were more complex.

5.4.2.4.3.3 karmakainformation

There are three types of the tin Sanskrit Language asakarmaka, akarmakand
dvikarmaka. akarmakanformation helps to solve if any input entry detrman with
akarmaka dhtu then system is able to identify wrong entry. Watikkarmaka dhtu, the
karmanis optional anddvikarmaka dhtus helps to identify corredk rakain A 1.4.51

like rules. For instance-

g m paya dogdhi
go paya dogdhi



In this examplalogdhiis dvikarmaka dhtu of verbal base duh can identify throudjin tu
information database amth tu information database and fnhian formulation data-base
has all rules where A 1.4.51 rules says with duth tu karmanand otherk raka also

possible.

5.4.3 Avyaya

The avyayalexicon has approximately 8@W¥yaya but among them there are @3/ays
enumerated by Pini in the k raka prakaraa. In the context of thesavyays, dvity ,
t tiy , caturth andpa cam vibhaktis are used. Therefore separate recogniti@vydya
padais also an important component. Taeyaya padawhich are used in thk raka

prakara a are as follows-

) E[ -E[ [ 1*D[ [ OFE[) E*D E[ % [ 2[ B[ [ 5[ %E

8 [ [ [ %T 2VR[*:'[ [ +

Theavyayalexicon has all the avyayas as follows-

5x[8 T([SE& 3 %fUu [ E [ [/[:[: % [ [:1
ctr <t T 1l 5[ E T [ D[ 1[ OE E[ %1
1 [ El E[ [ 5 (el T /T [ I e[ [ ~I
*LE[* T [ [D)I)E [). T [%VU[%T [ [ % [ [ [ 1- E
T *E ([ 6.[ <% E[ E[ % 27 [ T %*3 %7 1
[ [ [ 0[50 El E [ E[ %1

5.4.4 karmapravacanya

P ini uses 11 karmapravacan in k raka prakaraa. In the context of these
karmapravacaryas, dvity , pacam and saptam vibhakts are wused. These

karmapravacaryas are as follows-

U *[*Dl &R[*3 [)[ [ 1 and*+



The difference betweekarmapravacarya and upasargais thatupasargas®® always
used with verbs andkarmapravacaryas are used as a separate component of the
sentence. Almost allkarmapravacaryas have meaning but BRni uses two

karmapravacaryas asanarthaka(has no meaning) form are as and*D

5.4.5 pratyay nta pada

P i ini describek rakain those 1& tras where suffix endings play an important role in
deciding correctibhakts. In the context of these suffixes, excegitham , all vibhakts
are used. Among them fisgetras are based on the semantic conditions. The details of the

suffix ending conditions along withibhakts are as follows-

Saptam kta pratyay nta
tty, ah k tya pratyay nta

dvity ak pratyaya bhavyata arthaka, in pratyaya bhayiata evam

dhamar ya arthaka

dvity , a h at pratyay nta dvi dh tu
tty uk pratyay nta kam dhtu

dvity ,tty at, nac, knac, kvasu, ki, kin, u, uk, avyaya, kta, ktavatu,

khalartha, tn pratyay nta

a h kta pratyaya

tty, a h ak evam a pratyayta rahita strli gav c k danta

a h k t pratyaya

a h k tvasuca arthaka pratyayta

dvity enap pratyaynta

pa cam ¢, hi pratyay nta

a h atas arthaka pratyaynta

pa cam on delusion fo lyap

Caturth tumun pratyayrthaka pratyaya

Table: 2 (pratyay nta padg

Handling to these types of rule is still not possible wheneveMamphological analyzer

can produce the result including the all components of padh

B9ypasarg kriy yoge(A 1.4.59)



5.4.6 anyapada

In this section, those words are stored which are not coming ioategory ofdh tu,
avyaya, karmapravacaye or affix ending. P ini mentions 25 rules where addition of
some words (sometimes with semantic condition) leads toaagehthek raka role.

Almost all vibhakts are used after addition of these words. The words and thermedce

vibhakts are as follows-

vibhakti artha abda

dvity atyanta-samyoge k lav ¢, adhvavc abda
tty phala-dyotye k lav ¢, adhvavc abda
tty saha artha vcaka abda
tty hetu bodhaka sabda

t ty , caturth parikraya e

Caturth t darthyr

Caturth utp ta phala v caka
Caturth hita abda yoge

pa cam anya, ar ta, itara, te,

di vc abda,acu
uttarapada

tty , pacam adravyav caka stoka, kalpa, kcha, katipaya
dvity ,tty, d ra, antika arthavcaka
pa cam sabda
a h hetu
tty, ah hetu + tasya vcaka
sarvan ma
All vibhaktis nimitt rthaka hetu vcaka sabda

pa cam, a h

d ra, antika arthavcaka
sabda

tty, ah upam , tulya bhinna tulya,
sad av caka abda

Caturth, a h yusya, madra, bhadra,
ku ala, sukha, artha
(prayojana), hitrtha (I bha)
v caka paryya abda

Saptam s dhu, asdhu

Saptam Nimitta-kriy phala v caka
abda

Saptam yogya, ayogya \caka abda

a h, saptam sv m, vara, adhipati,
dyda, k ,pratibh,
pras ta

a h, saptam yukta, kuala

Saptam pra ams rthaka s dhu, nipua

pa cam, saptam

k lav c, adhvavc abda




[tty , saptam | | prasita, utsuka
Table: 3 (anyapada

5.4.7 SubantaAnalyzer

SupAnalyzer first checks for solutions in the example base itatar ftable. If found, it
does not check the rule base. If not found, it proceeds to chenkehease by splitting
certain number of last characters from #wbanta padalt first splits 8, then 7 and
likewise up to the last character. Each time it checkiseifoase and affix combination it
arrives at is valid or not by checking the affix in the roése. If found, it assumes the
analysis to be correct and reports back. If invalid, it procdedsreate another

combination of base + affix

if (newTkn.length()>8){
tknPart8 = newTkn.substring(newTkn.length()-8, new Tkn.length());
tknPartR8 = newTkn.substring(0,newTkn.length()-8);

}

if (newTkn.length()>7){
tknPart7 = newTkn.substring(newTkn.length()-7, new Tkn.length());
tknPartR7 = newTkn.substring(0,newTkn.length()-7);

}

if (newTkn.length()>6){
tknPart6 = newTkn.substring(newTkn.length()-6, new Tkn.length());
tknPartR6 = newTkn.substring(0,newTkn.length()-6);

}

if (newTkn.length()>5){
tknPart5 = newTkn.substring(newTkn.length()-5, new Tkn.length());
tknPartR5 = newTkn.substring(0,newTkn.length()-5);

}

if (newTkn.length()>4){
tknPart4 = newTkn.substring(newTkn.length()-4, new Tkn.length());
tknPartR4 = newTkn.substring(0,newTkn.length()-4);

}

if (newTkn.length()>3){
tknPart3 = newTkn.substring(newTkn.length()-3, new Tkn.length());
tknPartR3 = newTkn.substring(0,newTkn.length()-3);

}

if (newTkn.length()>2){
tknPart2 = newTkn.substring(newTkn.length()-2, new Tkn.length());
tknPartR2 = newTkn.substring(0,newTkn.length()-2);

}

if (newTkn.length()>1){
tknPartl = newTkn.substring(newTkn.length()-1, new Tkn.length());
tknPartR1 = newTkn.substring(0,newTkn.length()-1);

}

if (tknPart8.equals(ky)) {
Base = tknPartR8;



}
else if (tknPart7.equals(ky)) {
Base = tknPartR7;

}
else if (tknPart6.equals(ky)) {
Base = tknPartR6;

}
else if (tknPart5.equals(ky)) {
Base = tknPartR5;

}
else if (tknPart4.equals(ky)) {
Base = tknPartR4;

}
else if (tknPart3.equals(ky)) {
Base = tknPartR3;

}
else if (tknPart2.equals(ky)) {
Base = tknPartR2;

}

else if (tknPartl.equals(ky)) {
Base = tknPartR1;

}

else
Base = tkn;

/ltake out case_num information from Val
StringTokenizer stz = new StringTokenizer(val,"+");

while(stz.hasMoreTokens()){
case_number = stz.nextToken();

if(case_number.indexOf(".")>0){
break;
}

5.5 Conclusion

The development part of this thesis is partial and is @bvailathttp://sanskrit.jnu.ac.inlt

is going to be improved and completed subsequently with followingiawlsli+

adding asandhiprocessing module
adding a verb analysis module for derived velkeman andbh va v cya
more lexical resources

disambiguation module






Conclusion

In the present work research and development (R&D) has been diomekfraka
analysis module for Sanskrit which will help in building any largePNool for Sanskrit.

A partial implementation of thK raka Analyzer for Sanskrit (KAS) has been done using
the rule based approach. The KAS uses Java Server P&®sirfJthe web format
(Apache Tomcat) for the analysis lofraka of givenlaukika Sanskrit sentence or a text.
The system accepts input in Unicode Deyan UTF-8 in the text area and gives result

in Devangar UTF-8 format.

Please refer to next page/appendix IV for screen shot ainfiee KAS

The KAS web-application consists of the following components —

A JSP front end run on Apache-Tomcat web-server

Java objects for
0 Preprocessing the input
o ti antaanalyzer
0 subantaanalyzer
0 Kk rakaanalyzer
Data files
0 ti antadatabase
avyayalexicon
karmapravacarya
KAS examples

supexamples

O O O o o

supdatabase

test corpus

The architecture of KAS is as follows —



Input text
Preprocessing
ti antaAnalyzer
avyayaAnalyzer
karmapravacarya
*Other pada[anya& pratyay nta]
supAnalyzer
*Disamiguator
k rakaanalyzer
Output text
*components not implemented in this release
The KAS accepts inpusandhiandsam sa freelaukika (classical) Sanskrit. A corpora
of simple Sanskrit prose consisting of approximately 140 texts éws theveloped for
this purpose. An attempt has been made to translat@i’B k raka rules as formal

statements with pseudo-code so that it becomes easier tariemglelhe implementation

part requires other lexical resources as well.

Lexical Resources developed

The following lexical resources needed for the KAS have beeeloped —

K rakarule-base : contains formal statementk oaka with pseudo-code

a database oflh tup tha and forms of approximately 438 ataincluding the all
information likega a. pada, artha, karmakandi gamahas been created.
Avyayalist: approximately 80@vyyashave been collected

Karma-pravacarya: a list of 11 items has been created

Upasargasa list of 22 items has been created

Subantarule-base

Subantaexample base



N madh tu list
Semantic classes of verbs
Semantic classes of nouns

Test corpora consisting of 140 texts of simple Sanskrit prost-&

The KAS assumessubantaanalyzet*® and a POS tagg@t for which some of the above

resources were already developed.

Limitations

The present R&D does not handi@ndhiandsam sawords. Separate research is needed
for these two. The derived nouns and verbs are also not considesepaaate R&D is
already being done on them. The KAS works on simple senteheeay Iwork on other
forms of sentences but the results may not be g@hndrashekar (200fps discussed
8 kinds ambiguities for POS tagging. The KAS does not handle amégyat this point.
This has been left for future development. Other important moduleshwigied to be
developed for ambiguity resolution are k k -yogyat checks and ontological

dictionaries.

Further research

Comprehensive NLP research and development for a language can daheéody an
individual. It needs a team effort. For the KAS to be morectffe for any random

Sanskrit text, the following areas need to be worked on stehar

sandhiprocessing

derived nouns procssing

derived verbs processing

Yogyat, k k and saktiprocessing

Ambiguity resolution techniques

240 chandra, Subash, 2008Jachine Recognition and Morphological Analysis ofuanta-padas
M.Phil dissertation, SCSS, JNU.
241 Chandrashekar, R., 200Pdrt-of-Speech Tagging for SansktjtPh.D. thesis, SCSS, IJNU.



Appendices

Sample of source code
Sample of lexical resources
Test corpora

Screen shots

Web application CD



public String analyze(String s){

String sentence="";
String word="";
String ts =",

s = s.trim();

String tmp ="";

if (s.length()>0){

s = s.replace(\n'," ");

Sample of source code

StringTokenizer st = new StringTokenizer(s, "\u0
/Ipoorna virama tokenization based for sentence

StringTokenizer st2 = null;

while(st.hasMoreTokens()){

System.out.printin(sentence);

sentence = st.nextToken().trim();  //sentence

sentence = checkExampleBase(sentence); //exampl

base

if ( sentence.indexOf("[")==-1 }{ //not found i

the example base

st2 = new StringTokenizer(sentence," ");

[Ifor each word

while (st2.hasMoreTokens()){

/Iget word

punctuations

yet tagged

/lavyaya, special verbs, sup examples

yet tagged

yet tagged

word = st2.nextToken().trim();

word= preProcess(word); //tag

if ( word.indexOf("[")==-1 ){ //not

word = checkFL(word);

if (word.indexOf("[")==-1 }{ //not

word = sup_analyze(word);

if (word.indexOf("_")==-1 }{ //not

word = tip_analyze(word);

964");



/I untagged

[¥if (word.indexOf("not found™) >0)

word = "<font

color=red>"+word+"</font>";

ambiguous

else if (word.indexOf("J/[*) >0) //

word = "<font

color=blue>"+word+"</font>";

*

ts=ts+"" + word,

Yiwhile
Miif
else {
ts = ts + sentence + " &#x0964; ";
}
Yiwhile
return ts;
Miif
else return "Please enter some Sanskrit text to p rocess";



I Sample of lexical resources

sup_EB.txt (the subanta example base data) in the followingafor

%1% Z1 *3:% Q 6b I1%Z1 *33% Q 6b NBITHNZ7 *3:% cC
c6b 1%Z27*3:% c c6 b %1T%WZ *3:% @, 6 b I% *3:%

@,6b%%1%Z% c Q 6b%Z% c Q 6b% 'I%Z c
@, 6 b% | % zV Q 6b) %2 % [ 6 1. *U6%
c6b ) %'l%2Z % [ 6 1 *U6% c6 b % )EI % Z)

@, 6 b%d%'l % Z& 6 1:-Q dd W&Z& 6 1:-Q 6 b %) %'l % 2) 6 1:-
@,6b%)1%2) 61-@,6%1%Z& *U6% Q 6 b % 'l %2)

*

U6 % @, 6 b%%I % Z& 2= Q 6B %Z 2= *%
C6b% %1%Z%2=Q 6b% 1%Z%2=Q 6 b% |%Z& *%
Q 6b% 11%Z1* *% @, 6 b

sup_RB.txt (the subanta rule base) in the following format

1Z1*3:% Q 6 b) %'12) %' 6 1:-*U6% c6 b) 12) %' 6 1. -*U6%
C6 b) %1Z) %' 6 1: -%J6C 6 b) 1Z) %' 6 1: 6% c6 b) EIZ)
6 1:-*U6% @ , 6 b)EIZ) '6*16% @, 6 b %'1Z %' 26 @ ,1Z %' 2=
@, 6 b5%1Z%'2=@, 6ZE2=@ , 6 b %'1Z %'2= @, %'Z %' 2=
@, 6 b5%1Z%' 2=@, 6 b%'2= @, 6 b 1Z & [2=Q 6ID& * %
Q 6 b1Z1%*3:% Q 6 bZ1*3c% c6 6 b5IZV Q 6 b 71Z 7e 7VR
*3:%ec c6 bEIZ '*3:% @K 51Z '*3:% ¢ @, 6 & '*3:% c
@, 6 b%I1Z%' ¢ Q 6 blZ% cQ 6b '1Z'c @, 6 b51ZV

Q 6 b Izv Q 6 b7EIZ) @, 6b I1Z& 6 1. - Q IB) EI2)

6 1:-e*U6% @, 6 b 'Z& *WH% b RIZ& *U6% Q 6 b 1Z& 2=
Q 6b EIZ '2=ze*% c6 bIZ%'2=@, 6 b %1Z%'2=@h5 IZ%'
2= @, 6 b5%I1Z %' 2= @IZ& b*% Q 6 b21IZ1*' *% @b 11Z 1*'
*0% @, 6 Db

verb.txt (the verb form database for subanta recognition)

) D ED 8D D:ED:D %D ED %ED 1D %DD 1%D D D I
) %l D %T) 1) ED w[) [ %D [ %D D %D 1ED ED

D D %D D %»@)4ED)4 1E[@)4 :[@)4 [@B@)W(E %) D 7D

ED D :ED D 8% ED %ED 2 [) BD 28 [) 2 [) 2
"ED 2:D 2 %[ 2 E) BED4 D4 %D4 1EDFEH4 D4 %D4 D4
%[)4')4 w'[)4 [)4E[)4 Y4[)4 %[)4 [)4%[) 2 ) 2%') 2 TT) 2
E[) 2 % ) 2 [) 2% ) 2 [) 2 %]



avyaya.txt (theryayadatabase for subanta recognition)

) E[ -E[ [ 1D[ [ OE)E*DE % [ 2[*B[ [ 5]
e[ 8 [ [ [ %T 2vR[*'[ [ [ sSX[8 TC [S E &I

3wTU [ Bl [ [/0:[: wl:-r-0ct i *[ 1

1E[ 5[ E[ T [ D [ 1 [ OEF B[ %T 1[ [

E[ E[ [ S[ El T/t <0 [ 1 [~ * 1]
%l L [)[) EL) - TR [RU[%T [ [ %T I [ 1- E
wl *E ([ 6. <%T El E[ %1 27 [ T
3%l 1L [ [ [ I [ 50 B[ E[ [ E[ %I

Karmapravacaniya.txt
ir*r*olr&R*3 ()0 [ U [~
Upasarga.txt

e (*rwl it T T, T.TT&L LT [*[ [ SRE)*3 [*DI

*
)



" Test corpora

%3 E % %' 6 -“%5%' "+ / E *E) ( ( E "+
EQ %'S 25 D '"f 1<% GE %% D2 fK+K
Q7 %' * *%' , < 2%' *6B '+ * R *3( %'
; 5- E + < ( -5 "3) 8% ' 2-%% E[
%8E % '8 + E )E 19 1- g +Q % ' 5
% % E /(15 E) 2 fK + .5 *E %%
1 (35 1 -a*5 +8% ' 2-%% ) 5X  ¢c(155- &( %'
8 fK '6
*4 - f % % E %* 6 ,E )E 86h % +
, E% E * 1 D2 fK ;i '"+*8H6% ( -5 f%
%- 5 1 %'+ 121 1 %' * &'( +Q % '%%
E E E+ (3% 2- %' %* 1 E%(-E H 5 EK/%®%8
*31 "8%fK ;i 'Q Q7 E * %% Ec(l5 E E[J/(15 E
EK )% "+ 20 % *%'+ %( E %
f% *3) * . E+% % ( ( 2- ' %" *
8 K il %' 1) %fK
f'": U %'kfK * %' +
flt 2- % %' : %- ) E 6 14 % 8* +Q %' 5
1 2*V | *DH% 6- 1 -8 *3 E*XJ/EK + - % )4
% 1 4 %' + [/)E % -5 D [ / )E
1) : * 8 + 6 E %- E 1 6 1-
8* 8 +@ | 4 * 9 D 8 +*xV E - %!
R : "+Q % ' 5 ' 21 %-H *3 8 % " '
QmH -'6 * *3 %' %'P19%'Q % ' 5 ' ( 4 %'f K
"%( E+Q "'H1 %3E 8 E + &'(
5:- [ 2 19 n9 (16 E %)% Q%' <%%' 8*
8 + *5 5 K %(o E - "8 + *3 E 19 8 -
Q ) % % J ? 1 5 K %(o E - "8 +
) E -Q % (- 1 %-[[*3 E6 . 1fK + E E fQ2 QH =E
K % 5-%' 8 fK 1g ( ". 15-5 % ( *
%% '+



v Screen shots
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