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Abstract
This paper describes our system used for a shared task on code-mixed, less-resourced sentiment analysis for
Indo-Aryan languages. We are using the large language models (LLMs) since they have demonstrated excellent
performance on classification tasks. In our participation in all tracks, we use unsloth/mistral-7b-bnb-4bit LLM for the
task of code-mixed sentiment analysis. For track 1, we used a simple fine-tuning strategy on PLMs by combining
data from multiple phases. Our trained systems secured first place in four phases out of five. In addition, we present
the results achieved using several PLMs for each language.
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1. Introduction

Expression of sentiment-bearing information is nat-
ural to humans. The information expressed can
span a spectrum of positive, negative, neutral, and
mixed connotations. Sentiment (Turney, 2002)
plays a major role in the interaction of people
through social media as a tool of expression. Social
media has evolved as an effective tool for people to
express their views and ideas on a wide range of is-
sues (Alodat et al., 2023; Kapoor et al., 2018). The
interaction of social media users around the world
has led to numerous phenomena (Nasir Ansari
and Khan, 2020). One of them is code-mixing,
also called intra-sentential code switching or intra-
sentential code alternation and it occurs when
speakers use two or more languages below clause
level within one social situation (Mónica et al.,
2009). For instance, the phrase "Superhit bahut
Achcha" translates to "superhit very good" in En-
glish. The phrase is written in Roman characters
instead of Devanagari and incorporates terms from
both English and Hindi. This example does not nec-
essarily follow standard writing rules (Das and Gam-
bäck, 2014), but it effectively demonstrates its amal-
gamating nature, it poses a significant problem to
process this text as it contains language constructs
borrowed from multiple languages. Therefore, it
is important to develop systems that can handle
these phenomena to better understand sentiment.
The code-mixed dataset can be understood by in-
dividuals who understand both languages; hence,
developing the system for modelling can be chal-
lenging.

The WILDRE-7 shared task was organised for
language pairs and triplets of less-resourced
closely related languages: Magahi-Hindi-
English (Rani et al., 2024a), Maithili-Hindi (Rani
et al., 2024b), Bangla-English-Hindi (Raihan

et al., 2023), and Hindi-English. Each code-mixed
comment or sentence in Magahi-Hindi-English
and Hindi-English had been annotated with four
sentiment labels (positive, negative, neutral or
mixed). However, the Bangla-English-Hindi is
labelled with only three sentiment labels (positive,
negative, or neutral).

Our approach to the code-mixed sentiment clas-
sification is to use the entire data in a multilin-
gual training setup to aid transfer-learning be-
tween languages. The multilingual training helps
low-resourced languages owing to the sharing
of features between instances of different lan-
guages (Schmidt et al., 2022; Alves et al., 2023;
Thakkar et al., 2021). We explore three large
language models with fine-tuning setups. We
combine all the data from different phases into a
single dataset and fine-tune two XLM-RoBERTa-
based models (Conneau et al., 2020; Barbieri et al.,
2022) and one quantized version of the Mistral-7b
model (Jiang et al., 2023).

Our final submission for all the phases used
supervised fine-tuning on the "unsloth/mistral-7b-
bnb-4bit" model1. Our proposed model performed
well in the Bangla-English code-mixed and com-
bined code-mixed phases. In other phases, despite
achieving the best scores compared to other partic-
ipants, the performance for the relevant languages
in the test set was below 0.50 F1.

2. Related Work

An initial investigation into the code switching phe-
nomenon was conducted by Warschauer et al.
(2002). They investigated the use of English and
Arabic by a group of youthful professionals in email
correspondence. It was discovered that English

1https://huggingface.co/unsloth/mistral-7b-bnb-4bit
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was used more frequently in both formal (business-
related) email exchanges and Internet searches.

Chittaranjan et al. (2014) employed word-level
language identification in code-mixed texts, in
which various characteristics were utilised to iden-
tify the language of a given word. Contextual fea-
tures, capitalization features, special character fea-
tures, and lexicon features were all implemented by
the system. Annotated data is then utilised to train
the CRF model. The authors attained results with
high precision for the majority of language pairs.
The accuracy was compromised when the distribu-
tion of languages in the test data differed from that
of the training data.

Veríssimo dos Santos Neto et al. (2020) pro-
posed, for the Semeval 2020 submission (shared
task 9), a combination of four models predicated on
the application of transfer learning and language
models. The task required conducting sentiment
analysis on code-mixed languages that combine
English and Hindi. Ma et al. (2020) presented
a novel approach in SemEval-2020 for sentiment
analysis problem by utilising weighted loss of sev-
eral multilingual models, with a specific emphasis
on the difficulty of code-mixing phrases. The au-
thors employed XLM models in conjunction with
machine translation as a form of data augmenta-
tion.

3. System Overview

In this section, we describe the task, the different
LLMs used, along with preprocessing steps and
training configurations.

3.1. Task description
The task had two different evaluation tracks. Track
1 dealt with the classification of the polarity (positive,
negative, neutral or mixed) of the comment in the
code-mixed setting for the following phases.

1. Hindi-English

2. Magahi-Hindi-English

3. Bangla-English

4. Combined all the language pairs/triplets
(1+2+3)

In Track 2, the task was to use the given un-
labeled test data for the code-mixed Maithili lan-
guage (Maithili-Hindi-English) and leverage any or
all of the available training datasets in Track 1 to
determine the sentiment of a comment in the target
language. The dataset was divided into the train,
validation and test sets with a ratio of 70:15:15.
However, for the fourth part of Track 1 (combining
all the language pairs), we combined the provided

training and validation datasets of each code-mixed
language to train the model.

3.2. Approach
We experimented with two approaches: supervised
fine-tuning (Severyn and Moschitti, 2015) and in-
struction tuning (Efrat and Levy, 2020). Instruction
tuning involves providing the model with a collec-
tion of instructions or prompts and subsequently
modifying the model’s parameters to enhance its
performance on the tasks specified by these in-
structions. One way to do this is through the use
of techniques such as reinforcement learning (Bai
et al., 2022), in which the model receives rewards
for behaviours that result in favourable outcomes,
or gradient descent (Chen et al., 2022), in which
the model’s parameters are continuously modified
to minimise a loss function.

The following insights served as the foundation
for our instruction tuning strategy. For several
benchmark datasets, the models (Touvron et al.,
2023; Jiang et al., 2023) that were trained using
instruction tuning were at the top of the Open LLM
Leaderboard2. Given that the training cases in the
competition were annotated at the sentence level,
we concentrated on representing the problem as
a single task classification problem without explor-
ing other sub-tasks such as language identification
and classification. Since the non-quantized version
of Mistral requires extensive processing capabili-
ties, we used the quantized version that can be
effortlessly trained on a single GPU with 24 GB of
memory.

3.3. Dataset
The organisers provided a dataset (Rani et al.,
2024a) containing Magahi-Hindi-English and Hindi-
English, which was collected from various YouTube
channels and annotated with the help of native
speakers of the language. For Bangla-English
code-mixed data set 1, we are using the SentMix-
3L dataset (Raihan et al., 2023). Table 1 shows
the statistics of the provided dataset. In addition,
we used SAIL 2017 (Patra et al., 2018), a Hindi
code-mixed shared task dataset. In Table 2, the
number of instances from the SAIL 2017 dataset is
presented.

3.4. Pretrained language models (PLMs)

3.4.1. XLM-RoBERTa-base

XLM-RoBERTa (Conneau et al., 2020) is pre-
trained on a vast text and code dataset, which in-
cludes BooksCorpus, Wikipedia, and the Pile. This

2https://tinyurl.com/3s3zfsu8
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Phase Pos Neg Neu Mix
Ben-Eng 293 247 163
Hin-Eng 1989 419 77 113
Mag-Hin 615 194 26 30

Total 2806 860 266 143

Table 1: Distribution of the dataset released by the
organisers.

Split Pos Neg Neu
train 3190 2312 4577
test 399 290 573

Table 2: Additional dataset used for training - SAIL
2017 (Patra et al., 2018)

pre-training technique combines language mod-
elling with natural language task-specific cues, re-
sulting in increased performance on a wide range
of activities. It builds on RoBERTa’s (Zhuang et al.,
2021) great performance by offering new architec-
tural advancements, such as larger model sizes
and additional training data. This leads to improved
accuracy and efficiency on many NLP tasks.

3.4.2. cardiffnlp/twitter-roberta-base-
sentiment

Twitter-RoBERTa-base-sentiment3 (Camacho-
Collados et al., 2022; Loureiro et al., 2022) is a
RoBERTa (Zhuang et al., 2021) model trained on
≈124M tweets from January 2018 to December
2021, and fine-tuned for sentiment analysis with
the TweetEval benchmark (Barbieri et al., 2020).

3.4.3. unsloth/mistral-7b-bnb-4bit

The Mixtral-8x7B Large Language Model (LLM) is
a pre-trained generative Sparse Mixture of Experts.
The unsloth/mistral-7b-bnb-4bit model is quantized
model of Mixtral-8x7B that has been saved as a
LoRA (Hu et al., 2022) adapter through the Unsloth
library4. The LoRA weights can be retrained dur-
ing the fine-tuning phase. The model supports a
maximum sequence length of 2048, which works
optimally with larger contexts.

3.5. Data preparation
In order to generate the training set, we combine all
of the code-mixed training sets. We also merge the
validation sets of all the datasets provided as part
of the competition to create a single validation set.
In addition, we incorporate the SAIL 2017 (Patra
et al., 2018) dataset as an additional resource into

3cardiffnlp/twitter-roberta-base-sentiment
4https://github.com/unslothai/unsloth

the training to increase the training data size for
training the Hindi-English code-mixed model.

3.5.1. XLM-RoBERTa and Twitter-RoBERTa

No special format is required for fine-tuning the
model other than tokenizing the dataset with the
respective pre-trained tokenizer.

3.5.2. Mistral-7b model

The fine-tuning of the dataset is performed in the
form of Instructions. We followed the Alpaca (Taori
et al., 2023) dataset format and converted the
dataset into the following format:

Instruction: Classify the given
article as either positive or
negative or neutral or mix sentiment.

alpaca_prompt = """Below is an
instruction that describes a
task, paired with an input that
provides further context. Write a
response that appropriately
completes the request.

### Instruction:
{Classify the given article as either
positive or negative or neutral
or mix sentiment}

### Input:
{Ekdam sahi bat bolalahi bhaiya}

### Response:
{positive}"""

The sentence "Ekdam sahi bat bolalahi bhaiya"
(hi-en) can be translated to "You said the right thing
brother" (en). The expected input to the LLM is a
single tuple consisting of a prompt, instruction, in-
put, and response. The prompt was the description
of the task, the instruction was set to the classifica-
tion of the text, the input was defined as the code-
mixed text, and the response was the expected
sentiment label.

4. Experimental Setup

4.1. Fine-tuning

For fine-tuning XLMR models, we used a learning-
rate of 5e−5 with a batch size of 16 and a maximum
sequence length of 512. We trained for a maximum
of 16 epochs with early stopping and a patience
of 3 on the validation set. We used the weighted
cross-entropy loss to handle the class imbalance.
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4.2. Instruction tuning
For instruction tuning (Efrat and Levy, 2020; Mishra
et al., 2022), we used a batch size of 8 and a gra-
dient accumulation of 2. The learning rate was set
to 2e−5 after a few trials. We used the maximum
sequence length of 2048. An early stopping mecha-
nism based on a validation set was used to prevent
model overfitting.

5. Results

Table 3 presents the initial experiments conducted
with the XLM-RoBERTa models. We found that
the XLM-RoBERTa performed better than Twitter-
RoBERTa, even though Twitter-RoBERTa is trained
with Twitter data. The evaluation scores on
the target language validation set when using
unsloth/mistral-7b-bnb-4bit were better compared
to XLM-RoBERTa models.

Model Eval-F1
XLM-RoBERTa 0.60

Twitter-RoBERTa 0.54

Table 3: Evaluation F-1 scores.

Tr Phase F1 P R
1 Ben-Eng (all) 0.97 0.97 0.97
1 Hin-Eng (all) 0.43 0.50 0.44

Hin-Eng (Hi+SAIL) 0.44 0.48 0.43
Hin-Eng (Hi) 0.54 0.54 0.56

1 Mag-Hin-Eng (all) 0.45 0.44 0.57
1 Combined (all) 0.60 0.64 0.57
2 Mai (Hi+SAIL) 0.49 0.45 0.59

Table 4: Final scores reported by the submission
system. The scores are reported using predictions
obtained using ’unsloth/mistral-7b-bnb-4bit’. The
first column (Tr) denotes the track’s task number.
’all’: A combined training set from the shared task
was used for training.

In Table 4, we present the results for the instruc-
tion tuning experiments. The model, trained using
a combined training dataset, demonstrated strong
performance on the test set for Bangla-English,
Magahi-Hindi-English, and in combination code-
mixed setting. The model achieved higher scores
in the Hindi-English test case when exclusively
trained on Hindi-English cases. We also attempted
alternative combinations, but none of them yielded
superior results compared to only using the data
instances given as part of the shared task. The
findings align with prior research (Thakkar et al.,
2021, 2023) indicating that including data from com-
parable languages with a larger number of train-
ing instances improves performance in the case of

lower-resourced languages. However, when data
instances from lower-resourced languages are com-
bined with higher-resourced languages, there is a
decrease in performance for the latter. The combi-
nation of the SAIL dataset with Hindi-English train-
ing examples was found to be effective combination
for training the model to be tested on Hindi-English
and Maithili test set.

6. Conclusion

This paper describes the proposed model used
for a shared task on code-mixed, less-resourced
sentiment analysis for Indo-Aryan languages. We
experimented with PLM-based XLM-Roberta and
a customised version of Mistral-7b to model the
task of code-mixed sentiment. Our analysis shows
that code-mixed, less-resourced sentiment analysis
for Indo-Aryan languages is a difficult task for the
PLMs, and there is scope for further improvements
that we will take up in future works. For future work,
we would like to use other available code-mixed
datasets to improve the performance of sentiment
analysis systems in code-mixed settings.
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