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Abstract

Tamil is a relatively low-resource language in the field of Natural Language Processing (NLP). Recent years have
seen a growth in Tamil NLP datasets in Natural Language Understanding (NLU) or Natural Language Generation
(NLG) tasks, but high-quality linguistic resources remain scarce. In order to alleviate this gap in resources, this
paper introduces Aalamaram, a treebank with rich linguistic annotations for the Tamil language. It is hitherto the
largest publicly available Tamil treebank with almost 10,000 sentences from diverse sources and is annotated for the
tasks of Part-of-speech (POS) tagging, Named Entity Recognition (NER), Morphological Parsing and Dependency
Parsing. Close attention has also been paid to multi-word segmentation, especially in the context of Tamil clitics.
Although the treebank is based largely on the Universal Dependencies (UD) specifications, significant effort has
been made to adjust the annotation rules according to the idiosyncrasies and complexities of the Tamil language,
thereby providing a valuable resource for linguistic research and NLP developments.
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1. Introduction

Tamil, with a rich literary tradition spanning over
two millennia, stands as one of the oldest surviving
classical languages globally. Officially recognized
by the Indian government as a classical language
in 2004, Tamil holds significant cultural and histor-
ical importance, extending beyond being merely a
means of communication (Keane, 2004). Boasting
a global speaker base of approximately 89.7 mil-
lion people1, Tamil’s influence is not only confined
to its native regions such as India and Sri Lanka,
but also extends to diaspora communities in coun-
tries like Singapore, Malaysia, Mauritius, Fiji, and
South Africa2.

∗Co-first authors
1https://www.worlddata.info/languages/

tamil.php
2https://www.britannica.com/topic/

Tamil-language

However, despite the relatively large population
that uses the language, the amount of data avail-
able for Natural Language Processing (NLP) in
Tamil is arguably not commensurate, lagging be-
hind major languages such as English, French,
Spanish and Chinese. Although recent years
have seen a growth in unannotated Tamil corpora
(Kunchukuttan et al., 2020; Kakwani et al., 2020;
Ramesh et al., 2021) as well as annotated data for
certain benchmarking tasks in Natural Language
Understanding (NLU) and Natural Language Gen-
eration (NLG) (Kakwani et al., 2020; Doddapaneni
et al., 2023), datasets with rich linguistic annota-
tions remain scarce.

Such annotated corpora, commonly known as
treebanks, are important sources of data not just
for linguistic research, but also for practical appli-
cations in NLP. Syntactic parse trees can be used
directly in grammar checking (Li et al., 2022) and
linguistic features engineered via syntactic parsers

https://www.worlddata.info/languages/tamil.php
https://www.worlddata.info/languages/tamil.php
https://www.britannica.com/topic/Tamil-language
https://www.britannica.com/topic/Tamil-language
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can be used to enrich text representations and
improve performance of models on downstream
tasks such as machine translation (Deguchi et al.,
2019; Bugliarello and Okazaki, 2020), machine
reading comprehension (Zhang et al., 2020), and
text summarization (Xu and Durrett, 2019; Huang
et al., 2022). Moreover, although Large Lan-
guage Models (LLMs) generally display strong per-
formance in these aforementioned tasks, they still
have room for improvement when it comes to
understanding the correct morphosyntax of lan-
guages (Zhou et al., 2023), especially for low-
resource languages such as Tamil (Leong et al.,
2023), and preliminary research has shown that
this gap can potentially be closed with treebanks
as well (Yoshida et al., 2024). As such, it would
be important to have treebanks built for the Tamil
language as well in order to push the envelope of
Tamil NLP systems.

As of now, there are two publicly available Tamil
treebanks built under the Universal Dependen-
cies (UD) framework (Nivre et al., 2016) – the
Tamil Treebank (TTB) (Ramasamy and Žabokrt-
ský, 2012) and the Modern Written Tamil Tree-
bank (MWTT) (Krishnamurthy and Sarveswaran,
2021). Unfortunately, both treebanks are rather
small, with a size of approximately 600 sentences
each (see Table 1), which is not ideal for the train-
ing of end-to-end deep neural networks. Further-
more, these treebanks are also highly limited in
data diversity, being drawn only from a single data
source. This could reduce the effectiveness of
models trained on them as they might not be able
to generalize beyond the sentence structures and
domains present in these treebanks. These tree-
banks also lack named entity annotations, which
are important for information extraction applica-
tions.

As such, we propose Aalamaram3, a large-scale
treebank with almost 10,000 Tamil sentences an-
notated for parts-of-speech (POS), morphologi-
cal features, named entities and dependency re-
lations (see Figure 1). It is hitherto the largest
publicly-available treebank for the Tamil language.
Aalamaram is built from diverse data sources and
significant efforts have been made to review and
adjust the annotation rules from the UD framework
and past Tamil treebanks in order to account for
the idiosyncrasies and complexities of the Tamil
language.

The rest of the paper is organized as follows:

3Aalamaram (ஆலமரம்) is the Tamil word for the
banyan tree, which is culturally significant to Tamil-
ians. It is often featured in Tamil literature, folklore and
proverbs, signifying its deep-rooted presence within the
Tamil community. The use of the name Aalamaram is
also a direct reference to the fact that the resource built
is a treebank containing parse trees.

Section 2 presents related work. Section 3 de-
scribes the data curation process in detail. Sec-
tion 4 dives into the annotation process and quality
control cycle. Section 5 discusses certain linguis-
tic phenomena that surfaced during the annotation
process and which prompted reanalysis. Finally,
we present our conclusions in Section 6 and put
forward suggestions for future works.

2. Related Work

Although Tamil is a relatively low resource lan-
guage, it is still classified as a class 3 language4

according to Joshi et al.’s (2020) taxonomy, and
this is possibly in part a result of the growth in raw
Tamil text corpora for unsupervised pre-training
in recent years, such as IndicNLP (Kunchukuttan
et al., 2020) and IndicCorp (Kakwani et al., 2020).
In addition, there have also been parallel efforts
in building annotated datasets for certain tasks in
NLU and NLG such as machine translation (Ram R
and Devi, 2018; Siripragada et al., 2020; Ramesh
et al., 2021), question answering and sentiment
analysis (Doddapaneni et al., 2023).

However, these datasets often lack the linguistic
annotations that are essential for a granular syn-
tactic and semantic analysis of Tamil texts. Such
detailed analyses are vital in facilitating down-
stream NLP applications that require a nuanced
understanding of the language. Currently, there
have been a couple of efforts that looked at build-
ing such specialized corpora, tackling tasks such
as POS tagging (Dhanalakshmi et al., 2009; Aki-
lan and Naganathan, 2012; Chandra et al., 2014;
Devi et al., 2016; Sarveswaran and Dias, 2021)
and Named Entity Recognition (NER) (Pattabhi
and Devi, 2013; Mhaske et al., 2023). However,
there is a lack of a unified tag set for these linguis-
tic annotations, which can make it difficult to har-
monize and pool resources as well as to compare
results across studies.

One promising work in unifying morphosyntac-
tic annotations not just intra-linguistically but also
cross-linguistically is the UD framework (Nivre
et al., 2016). It aims to provide a linguistic repre-
sentation conducive for morphosyntactic research,
semantic interpretation, as well as practical NLP
across diverse human languages (de Marneffe
et al., 2021).

There have been to date two seminal works
in applying the UD framework to the Tamil lan-
guage, namely the Tamil Treebank (TTB) (Ra-
masamy and Žabokrtský, 2012) and the Modern

4Joshi et al. (2020) classified languages based on
their existing resources into 6 categories, with class 3
languages being referred to as “rising stars” which have
unsupervised pre-training data but lack labeled data col-
lection.
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Figure 1: Example of an annotated sentence in Aalamaram

TTB MWTT Aalamaram
Sentences 600 534 9567
Tokens 8635 2536 84253
Syntactic Words 9581 2584 95384
Multi-word Tokens 835 43 10211
Syntactic Word to Multi-word Token Ratio 2.13 2.12 2.09

Table 1: Comparison of Existing Tamil Treebanks with Aalamaram

Written Tamil Treebank (MWTT) (Krishnamurthy
and Sarveswaran, 2021). TTB contains 600 sen-
tences of news data and was initially annotated
according to the Prague Dependency Treebank
scheme (Hajič, 1998; Hajič et al., 2020) with 3 lay-
ers of annotations, including a morphological layer,
surface syntax layer, and a tectogrammatical layer.
It was then subsequently converted into the UD for-
mat. MWTT on the other hand contains 534 simple
sentences sourced from Thomas Lehmann’s ref-
erence grammar for the Tamil language “A Gram-
mar of Modern Tamil” (Lehmann, 1993). MWTT
was created with the intention of providing an error-
free gold standard benchmark treebank for Tamil
through the coverage of different sentence struc-
tures provided in the reference grammar, as it was
observed that there were certain inconsistencies
and errors in TTB that might have been a result
of the automatic mapping from the Prague Depen-
dency Treebank format to the UD format.

While both treebanks have been important re-
sources given the dearth of morphosyntactically
annotated datasets in Tamil, they are both rela-
tively small and not ideal for the training of end-
to-end neural networks. In fact, MWTT was also
intended to be used only as a test dataset. Fur-
thermore, they are both limited in the domains that
are covered, with MWTT being drawn from a ref-
erence grammar and TTB being drawn from news
only.

In addition, the highly agglutinative nature of
Tamil (Lehmann, 1993; Krishnamurti, 2003; Anna-

malai and Steever, 2019) poses a challenge in
determining the appropriate tokenization of Tamil
words. A case in point would be the widespread oc-
currence of clitics which serve a gamut of semantic
and pragmatic functions (Lehmann, 1993; Schiff-
man, 1999; Annamalai and Steever, 2019). These
clitics are only marginally dealt with in the two exist-
ing Tamil UD treebanks, but a more in-depth treat-
ment of the matter would be crucial in ensuring ac-
curate analysis of Tamil texts. Both treebanks are
also not annotated for named entities which are im-
portant in information extraction applications. As
such, there is a need for a larger Tamil treebank
with diverse data sources to support the training
of deep neural networks, with named entity anno-
tations to support NER applications, as well as a
need for in-depth analysis of various linguistic phe-
nomena in the Tamil language in order to arrive
at a more accurate annotation. We therefore pro-
pose Aalamaram as a new treebank for the Tamil
language in order to plug this gap.

3. Data Curation

As previous treebanks were relatively small and/or
limited to a single source, we wanted to create a
treebank that was larger in scale, with greater vari-
ety in data sources, and that also contained named
entity annotations. Comparative statistical analy-
sis of the Tamil treebanks is presented in Table
1, highlighting the growth in dataset scale in the
proposed Aalamaram treebank. We also wanted



76

the data to reflect real-world usage of Tamil, albeit
with a focus on formal language for a start. This
section describes the process of collecting and cu-
rating the data to arrive at the final set of sentences
for annotation.

3.1. Data Sources
In order to enrich the diversity of texts in our
dataset, we extracted data from a variety of
sources:

• News - News articles written between 2021
and 2022 were scraped from Theekkathir5,
a Tamil newspaper operated by the Toiling
Masses Welfare Trust Tamil Nadu. The data
scraped primarily comprises formal news arti-
cles, with a predominant focus on political af-
fairs. This data is available under a CC-BY-SA
4.0 IN license.

• Movie Reviews - Movie reviews were sourced
from an existing dataset6. The language used
in this source is not as formal as in the other
sources.

• Wikipedia - Wikipedia articles were sourced
from an existing dataset7 and additional scrap-
ing of Wikipedia was done in order to enrich
the representation of named entities in the
dataset.

• Ebooks - Ebooks spanning publication dates
from 1900 to 2021 were obtained from the
Free Tamil Ebooks website8. These comprise
mostly novels and are in the domain of fic-
tion. These ebooks are mostly licensed under
a CC-BY-NC-SA 4.0 license.

• Grammar books - Simple sentences were col-
lected from Indian middle and high school
Tamil grammar books, as they encompassed
relatively simple examples that are well-
crafted to demonstrate a variety of grammar
rules. These sentences were only used in the
initial phase for training the annotators, as well
as for developing the annotation guidelines.

3.2. Data Filtering
After extracting all the data from the various
sources, a series of data filtering steps were taken
in order to obtain a subset that is suitable for lin-
guistic annotation.

5https://theekkathir.in/
6https://www.kaggle.com/datasets/

sudalairajkumar/tamil-nlp
7https://www.kaggle.com/datasets/

disisbig/tamil-wikipedia-articles
8https://freetamilebooks.com/

Although the goal for this initial work is to anno-
tate approximately 10,000 sentences on sentence-
level tasks, we initially filtered data on a paragraph
level in order to obtain a set of paragraphs that
could be used for paragraph-level or discourse an-
notations in the future. The final set of sentences
were samples from this set of paragraphs. The fol-
lowing were the exclusion criteria that we set for
removing data from the pool:

• Paragraph consists of more than 4 sentences

• 50% or more of the words in the paragraph
are English

• High frequency of numerals are present in the
paragraph

• Paragraphs begin with certain symbols such
as , or !

• Sentences in the paragraph are shorter than
3 words or longer than 30 words

This allowed us to balance filtering out undesir-
able content and retaining useful data, with approx-
imately 30% of the data being removed after these
steps.

3.3. Sampling Strategy
The next step was to obtain a set of approximately
10,000 sentences from the pool of paragraphs
from the filtering stage. We performed stratified
random sampling by data source to obtain a cor-
pus of 7,900 paragraphs with 30,000 sentences
which can be used for future paragraph-level an-
notations. The target ratio of data sources (30%
Wikipedia, 20% News, 20% Movie Reviews and
30% Ebooks) was decided through practical con-
siderations of data availability as well as balance
between sources.

The final set of sentences were filtered via an-
other round of stratified random sampling with the
same target ratios, with sentence segmentation
performed using punctuation as boundaries. Upon
inspection of the data, it was found that using punc-
tuation for sentence segmentation may occasion-
ally result in incomplete sentences. As such, we
merged such split sentences back into a single
sentence as far as possible and purged malformed
ones that could not be salvaged from the dataset.
This resulted in a final set of 9567 sentences avail-
able for linguistic annotation (see Table 2 for statis-
tics).

4. Data Annotation

4.1. Annotation and Quality Control
The annotation process was divided into 3 main
phases – Guideline Development Phase, Training

https://theekkathir.in/
https://www.kaggle.com/datasets/sudalairajkumar/tamil-nlp
https://www.kaggle.com/datasets/sudalairajkumar/tamil-nlp
https://www.kaggle.com/datasets/disisbig/tamil-wikipedia-articles
https://www.kaggle.com/datasets/disisbig/tamil-wikipedia-articles
https://freetamilebooks.com/
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Data Source Sentences Tokens Syntactic Words Multi-word Tokens Proportion
(Sentences)

News 1717 14959 17140 1954 17.95%
Movie Reviews 2191 22262 25054 2615 22.90%
Wikipedia 3098 29751 33319 3288 32.38%
Ebooks 2561 17281 19871 2354 26.77%
Total 9567 84253 95384 10211 100.00%

Table 2: Statistics of Various Data Sources in Aalamaram

Phase, and Annotation Phase. A total of 20 un-
dergraduate and postgraduate students who are
native speakers of Tamil and who are majoring in
Data Science and Information Technology were re-
cruited for this project. The quality control team in-
volved 3 professors and 4 postgraduate students
studying Data Science who also have Tamil as
their native language and who have experience in
NLP.

In the first phase, guidelines were developed
with a top-down approach, using the UD guidelines
as the main reference and drawing further inspi-
ration from existing NER datasets (Sekine et al.,
2002; Vijayakrishna and Sobha, 2008; Weischedel
et al., 2011) and Tamil datasets with linguistic an-
notations. The guidelines were then further refined
based on iterative linguistic analyses.

In the second phase, annotators were trained
on the annotation guidelines using 200 sentences
from grammar books as practice. The 20 anno-
tators were divided into two teams of 10 (named
Team 1 and Team 2). They were then further
divided into 5 pairs each, one pair for each an-
notation task, namely POS, Lemma, Morphology,
Dependency Relations, and NER. A careful learn-
ing and review process was put in place in which
each member of a pair would review every anno-
tation done by the other member. This allowed
the annotators to reinforce their understanding of
the guidelines and to surface challenges in regu-
lar discussions with quality controllers. Grammar
book sentences were chosen for this phase as they
are relatively more straightforward and helped to
get annotators up to speed quickly without being
bogged down unnecessarily by complicated cases.
This phase also allowed us to update the guide-
lines based on feedback from the annotators’ expe-
riences. Inter-annotator agreement (IAA) scores
based on Cohen’s kappa score (Berry and Mielke,
1988) were also calculated at regular intervals to
monitor the annotators’ performance and the qual-
ity of the annotation.

Finally, following verification by the quality con-
trol team to ascertain the readiness of the annota-
tors, determined through a combination of regular
assessments and IAA scores, the annotators pro-
ceeded to work on the actual dataset consisting
of 9567 sentences in the Annotation Phase. This

phase was done without cross-reviews between
members of each pair in order to speed up annota-
tion. Team 1 and Team 2 were also not allowed to
view each other’s annotations to avoid inadvertent
biases in annotation. 10% of the dataset selected
at random was annotated by both Team 1 and 2
to allow for calculation of IAA scores. Simultane-
ously, this same set of sentences was also anno-
tated by the quality control team and termed the
“Gold” dataset. This allowed us to calculate the
IAA between the two teams and the quality con-
trollers in order to ascertain the accuracy of the
annotations. The IAA reaches or exceeds 0.7 be-
tween both teams as well as between teams and
the quality controllers (see Table 3), which indi-
cates substantial agreement. We do not include
the IAA for named entity annotation at the moment
as reviews are still in progress. Furthermore, we
also observed significant improvements in IAA be-
tween the initial and final stages of annotation (see
Figure 2), suggesting that the quality control cycle
was effective in improving the dataset quality over
time. At the end of this phase, the data underwent
a final quality check as well as automatic valida-
tion using the UD script9. This process resulted in
some updates to the rules included in the UD for
Tamil treebanks, showing the success of our large-
scale treebank in expanding the variety of linguistic
phenomena covered.

4.2. Annotation Tasks

4.2.1. Multi-word Segmentation

Given the highly agglutinative nature of Tamil,
we decided to pay close attention to how words
should be tokenized to best capture morpho-
syntactic information in our dataset. We split
auxiliary verbs and postpositions out as sepa-
rate tokens, which is in line with existing work
(Ramasamy and Žabokrtský, 2012; Krishnamurthy
and Sarveswaran, 2021). Furthermore, we also
split all clitics as listed in Lehmann (1993), which

9https://github.com/
UniversalDependencies/tools/blob/master/
validate.py

https://github.com/UniversalDependencies/tools/blob/master/validate.py
https://github.com/UniversalDependencies/tools/blob/master/validate.py
https://github.com/UniversalDependencies/tools/blob/master/validate.py
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UPOS XPOS HEAD DEPREL
Team 1 vs Gold 0.8594 0.8185 0.7293 0.7003
Team 2 vs Gold 0.8748 0.8311 0.8081 0.7747
Team 1 vs Team 2 0.8342 0.7941 0.7275 0.6997

Table 3: Inter-annotator Agreement Scores for Full Dataset Annotation

Figure 2: Improvement in Inter-annotator Agreement Scores

generally lack coverage in existing treebanks10.
This allows us to better clarify the function of these
clitics (see Section 5.2) in these sentences. On the
other hand, we eschew the tokenization of case
markers (as is done in TTB) and instead opt to ac-
knowledge them under morphological feature an-
notations which is more in line with the UD anno-
tation guidelines. We also do not split compound
nouns.

4.2.2. POS Annotation

For POS annotations, we include both the Univer-
sal POS (UPOS) and more fine-grained language-
specific (XPOS) tags. All 17 UPOS tags of the
UD are used in Aalamaram, in contrast to TTB and
MWTT which lack SCONJ, INTJ and SYM. This can
be attributed to the scale and the coverage of Aala-
maram. Certain words such as en̲patu, and clitics
such as -um were also re-analyzed in certain con-
texts as SCONJ (see Section 5.2), contributing to
this difference.

4.2.3. Morphological Feature Annotation

The agglutinative nature of Tamil morphology
makes the accurate analysis of morphological fea-
tures crucial in NLP applications. As such, Aala-
maram uses an expanded set of features com-
pared to MWTT and TTB. One example of this ex-

10MWTT does not tokenize clitics and TTB only cov-
ers 4 clitics, namely -um, -ē, -ēyē, and -āvatu.

pansion is in the annotation of the Animacy fea-
ture.

In MWTT and TTB, only the Anim label for an-
imate nouns is used. However, nouns in Tamil
have been analyzed in linguistic literature as being
grouped along the axis of rationality11 (Lehmann,
1993; Annamalai and Steever, 2019). Rational
nouns include human-like entities such as humans,
gods and demons, while irrational nouns can in-
clude both animate nouns like animals and babies
as well as inanimate nouns. Rationality has a sig-
nificant impact on grammar, such as in determin-
ing the inflection of nouns in certain grammatical
cases or in subject-verb agreement. Although pre-
liminary research has suggested that there can
be intersections between rationality and animacy,
with certain word inflections dependent on one but
not the other12, we leave exploration of this inter-
section to future work and tentatively use Hum and

11This is sometimes referred to as [±human] (Krish-
namurti, 2003), with rational nouns called உயர்திைண
(uyartiṇai) and irrational nouns called அஃறிைண
(ah̲r̲iṇai) in the Tolkāppiyam.

12For example, in the sentence kumār ūr-ukkup
pōn̲ān̲ (Kumar went to a town), the inanimate noun ūr
(town) takes the dative case marker -ukku. On the other
hand, in a similar sentence like kumār āppāv-iṭam pōn̲ān̲
(Kumar went to father), the word āppā (father) has to
take the locative case marker -iṭam instead due to it be-
ing an animate noun (Lehmann, 1993). This variation
seems to be dependent on animacy and not on ratio-
nality, since the irrational animate noun kul̲antai (baby)
takes the locative case marker -iṭam as well.
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Nhum for the Animacy values, with Hum being used
for rational nouns and Nhum for irrational nouns.

4.2.4. Dependency Relation Annotation

The dependency relations in Aalamaram were also
annotated according to the UD guidelines, using
28 out of 37 relations, which is an expansion from
the 22 used in MWTT and 25 in TTB. Significant
linguistic inquiry was carried out in order to derive
accurate dependency relations, especially due to
the more extensive multi-word segmentation that
was carried out. Some of these are explored in
Section 5.

4.2.5. Named Entity Annotation

For named entities, we designed a hierarchical
tagset with three levels of granularity, drawing in-
spiration from existing named entity hierarchies
(Sekine et al., 2002; Vijayakrishna and Sobha,
2008) as well as the OntoNotes NER tagset
(Weischedel et al., 2011). The first level comprises
the standard ENAMEX, NUMEX and TIMEX la-
bels, while the second and third levels comprise
14 and 35 fine-grained tags respectively. We also
follow common conventions in employing the IOB2
tagging scheme.

5. Discussion

This section discusses some of the linguistic phe-
nomena in Tamil that surfaced through the annota-
tion process and which prompted reanalysis.

5.1. en̲patu
The word en̲patu, which is the future verbal noun
form of the verb en̲ (to say), has traditionally been
analyzed as a complementizer (Lehmann, 1993),
which would fall under the label of SCONJ (sub-
ordinating conjunction) under the UD framework,
although past works in NLP have analyzed it as
a particle (PART) instead (Akilan and Naganathan,
2012; Ramasamy and Žabokrtský, 2012). The an-
notation process also surfaced two different types
of sentences containing en̲patu which prompted a
reanalysis of the function of en̲patu.

Prima facie, the majority of sentences with en̲-
patu seemed to involve its function as a comple-
mentizer, embedding a clause as a noun phrase
(NP) that can occur in any NP position (Lehmann,
1993) (see Figure 3). While it has been proposed
that en̲patu in such a context can be analyzed as
en̲-p-atu (Lehmann, 1993) or even en̲p-a-atu (Butt
et al., 2020), with the -atu suffix in both cases play-
ing a nominalizing role, we find that more work
needs to be done before this conclusion can be
made and therefore opt to keep the entire word

kumār aṅkē pōka māṭṭ-ān̲ en̲patu nall-atu
PROPN ADV VERB AUX SCONJ NOUN
Kumar there go.INF NEG-3SM COMP good-NOM

nsubj

advmod aux

mark

ccomp
root

‘It is good that Kumar will not go there’

Figure 3: En̲patu with complementizer function

pārvata tēcam en̲patu in̲r̲aiya pūṭṭān̲
PROPN PROPN AUX ADJ PROPN
Parvata kingdom COP today.GEN Bhutan

flat:name

cop

amod

nsubj

root

‘Parvata Kingdom is today’s Bhutan’

Figure 4: En̲patu with copula-like function

as a single token without splitting it into smaller
morphemes. In such a context, we follow the UD
guidelines and label en̲patu as SCONJ with a de-
pendency relation of mark given its complementiz-
ing function.

However, we found that there exists another
group of sentences that do not seem to be featur-
ing en̲patu as a complementizer, but rather more
like a copula (see Figure 4). As there is no clause
with an inflected verb for en̲patu to embed in such
a context, it is challenging to analyze en̲patu as a
complementizer here. We leave potential reanal-
ysis of this context to future work and opt to label
en̲patu as a copula in such contexts, which takes
an AUX POS tag and cop dependency relation un-
der the UD framework.

This reanalysis of en̲patu as SCONJ and AUX not
only clarifies the various functions of en̲patu in dif-
ferent contexts, but is also in line with the recom-
mendations of the UD guidelines to only use the
PART label when no other label is possible.

5.2. Clitics
Clitics abound in the Tamil language and serve
a plethora of semantic and pragmatic functions
(Lehmann, 1993; Schiffman, 1999; Annamalai and
Steever, 2019). However, they have not been
well studied in previous Tamil treebanking works
and are often not treated as separate tokens in
their own right. This presents problems in accu-
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kumār vant -um pēcav -illai
PROPN VERB SCONJ VERB AUX
Kumar come.PST UM speak.INF NEG

nsubj mark

advcl

aux

root

‘Although Kumar came, he did not speak’

Figure 5: -um used in a concessive sense

mūn̲r̲u caṭṭaṅkaḷ-aiy -um rattu cey
NUM NOUN ADP NOUN VERB
three law.PL-ACC UM repeal do.IMP.2SG

nummod case compound:lvc

obj
root

‘Repeal all three laws’

Figure 6: -um used in an all-inclusive sense

rately determining the dependency relations be-
tween words, conflating multiple syntactic and se-
mantic functions in a single token. Therefore, as
stated in Section 4.2.1, all clitics in Aalamaram
were tokenized and rigorous analyses were done
to determine their functions.

One example would be the particularly polyse-
mous -um clitic which can have up to 5 functions
based on the examples that we found in Aalama-
ram. In TTB, -um can take on a few different de-
pendency relations such as advmod:emph, cc or
mark, but the POS tag is always PART. In contrast,
in Aalamaram, it can take on a POS tag of CCONJ,
SCONJ (see Figure 5), ADV, ADP (see Figure 6) or
PART depending on the context.

Other clitics that were also tokenized and ana-
lyzed include -ā, -āvatu, -ām, -ē, -ō and -tān.

5.3. illai

The negative verb illai can express negation in
both copulative and existential contexts (Lehmann,
1993). It has been suggested that the former
should be labeled as AUX with a dependency re-
lation of cop, while the latter should be labeled as
VERB and should act as the head of the clause (Kr-
ishnamurthy and Sarveswaran, 2021). There were
two other scenarios in which we found these rules
to be insufficient for annotation.

The first scenario involves the use of illai as an
auxiliary verb when used in the negative form of
a main verb (see Figure 5). Such cases were not
annotated in MWTT due to the lack of multi-word
expansion for words ending in illai. A simple rule

attiyāvaciya maruntu-kaḷ kūṭa irupp-at -illai
ADJ NOUN ADV NOUN VERB

essential medicine-PL even exist-NOM NEG

amod advmod:emph

nsubj

nsubj

root

‘Even essential medicines are unavailable’

Figure 7: illai as a main verb

of thumb that we sought to implement was to treat
illai as an AUX with a dependency relation of aux if
it is not a standalone token, as the assumption was
that the verb it is attached to should be the main
verb.

However, the second scenario surfaced while
implementing this rule as it was found that there
are cases in which illai should be interpreted as
the main verb when attached to a verb in the fu-
ture verbal noun form (see Figure 7). While the
linguistic arguments supporting this interpretation
would require a more in-depth exploration, we ten-
tatively suggest that illai be labelled as VERB in
such cases.

6. Conclusion

In conclusion, we propose Aalamaram, the largest
publicly-available dependency treebank for the
Tamil language with a size of almost 10,000 sen-
tences manually annotated for POS, morphologi-
cal features, named entities and dependency rela-
tions, with close attention paid to multi-word seg-
mentation. During the process of annotating the
treebank, we also discovered various linguistic
phenomena in Tamil that prompted reanalysis and
adjustment of annotation rules. These include the
analysis of clitics, the copula-like function of en̲-
patu, and the interpretation of illai as a main verb
or auxiliary. We hope that these discoveries and
discussions will enable the field to get closer to a
more accurate analysis of Tamil syntax, build more
accurate parsers and improve Tamil NLP in gen-
eral.

Moving forward, there remain certain aspects of
the treebank that can be improved. Some possible
improvements that can be explored are as follows:

1. More in-depth analyses of suffixes such as -
aana and -aaka and whether multi-word tok-
enization is warranted for them

2. The use of Enhanced Dependencies13 to han-
dle linguistic phenomena such as ellipsis

13https://universaldependencies.org/u/
overview/enhanced-syntax.html

https://universaldependencies.org/u/overview/enhanced-syntax.html
https://universaldependencies.org/u/overview/enhanced-syntax.html
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3. Revisions to the Animacy feature to allow in-
tersection of rationality and animacy

4. Further analysis of illai and en̲patu

Future work would also include the training of to-
kenizers, POS taggers, named entity recognizers,
morphological parsers and dependency parsers.
This could allow us to explore the impact of vari-
ous annotation decisions on model performance,
such as the extensive segmentation of clitics and
reanalysis of POS and dependency relations for
them.
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