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Abstract
Code-switched and code-mixed languages are prevalent in multilingual societies, reflecting the complex interplay of
cultures and languages in daily communication. Understanding the sentiment embedded in such texts is crucial for a
range of applications, from improving social media analytics to enhancing customer feedback systems. Despite their
significance, research in code-mixed and code-switched languages remains limited, particularly in less-resourced
languages. This scarcity of research creates a gap in natural language processing (NLP) technologies, hindering
their ability to accurately interpret the rich linguistic diversity of global communications. To bridge this gap, this
paper presents a novel methodology for sentiment analysis in code-mixed and code-switched texts. Our approach
combines the power of large language models (LLMs) and the versatility of the multilingual BERT (mBERT) framework
to effectively process and analyze sentiments in multilingual data. By decomposing code-mixed texts into their
constituent languages, employing mBERT for named entity recognition (NER) and sentiment label prediction, and
integrating these insights into a decision-making LLM, we provide a comprehensive framework for understanding
sentiment in complex linguistic contexts. Our system achieves competitive rank on all subtasks in the Code-mixed
Less-Resourced Sentiment analysis (Code-mixed) shared task at WILDRE-7 (LREC-COLING).

Keywords: Code-switched language, Code-switched language, Sentiment analysis, Named entity recogni-
tion (NER), Large language models (LLMs)

1. Introduction

Informal communication constitutes a significant
proportion of short text communications and online
posts in our digital world (Tay, 1989). People tend
to express themselves freely and spontaneously
through various online platforms, ranging from so-
cial media to messaging apps. While some indi-
viduals stick to a single language when communi-
cating, the use of two or more languages is also
very common in informal communication. This phe-
nomenon of code-mixing—mixing two or more lan-
guages within a single utterance—is common, es-
pecially in regions where closely related languages
coexist (Thara and Poornachandran, 2018).

In code-mixing, individuals incorporate elements
of different languages within their communication.
This incorporation may occur for a multitude of
reasons, including cultural affinity, linguistic conve-
nience, or social dynamics (Lamabam and Chakma,
2016; Barman et al., 2014). For instance, individu-
als may switch between languages based on their
proficiency, the context of the conversation, or the
preferences of the people with whom they are con-
versing. By doing so, speakers can interact with
ease and convey their intended messages more ac-
curately. In non-English speaking and multilingual
countries, code mixing is particularly prevalent due
to the coexistence of multiple languages within the
same socio-cultural space (Pratapa et al., 2018).

With a lot of code-mixed languages used, there
is a need to automatically detect the sentiment of
such code-mixed text important for various reasons
(Kodali et al., 2022). Firstly, it allows for a deeper
understanding of the emotions and opinions ex-
pressed by individuals in multilingual contexts. By
accurately identifying sentiment, researchers and
analysts can gain insights into the attitudes, pref-
erences, and behaviors of diverse language com-
munities. Secondly, sentiment analysis of code-
mixed text enables businesses and organizations
to effectively monitor and analyze customer feed-
back, social media trends, and public opinion in
linguistically diverse markets. This information can
inform marketing strategies, product development
decisions, and customer relationship management
efforts tailored to specific language communities
(Joshi et al., 2016).

Moreover, sentiment analysis in code-mixed text
can contribute to the development of more inclusive
and culturally sensitive natural language process-
ing (NLP) technologies (Chakravarthi et al., 2020).
By recognizing and accounting for the linguistic
nuances and variations present in multilingual com-
munications, NLP models can better serve diverse
user populations and facilitate more accurate lan-
guage understanding and generation. Additionally,
automatic sentiment detection in code-mixed text
has implications for social and political analysis. By
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analyzing sentiment patterns across different lan-
guage groups, researchers can uncover insights
into socio-political dynamics, cultural trends, and
community sentiments, aiding in areas such as pub-
lic policy formulation, cross-cultural communication,
and conflict resolution.

In the seventh Workshop on Indian Language
Data: Resources and Evaluation (WILDRE), a
shared task on Code-mixed Less-Resourced Sen-
timent analysis was launched to address this issue.
This shared task focuses on sentiment analysis in
code-mixed data from less-resourced similar lan-
guages, particularly in language pairs and triplets
of closely related Indo-Aryan languages spoken in
eastern India. These languages include Magahi,
Maithili, Bangla, and Hindi, along with English. The
task aims to explore different machine learning and
deep learning approaches to train models robust
enough to perform well on the given training and
validation datasets, thus providing insights into lan-
guage representation and speakers’ preferences
in code-mixed settings. In this paper, we present
our system description for this shared task. In our
approach, we leverage named entity recognition,
language decomposition, and large language mod-
els.

2. Related Works

The exploration of sentiment analysis in code-
mixed text has been a subject of growing inter-
est within the field of natural language processing
(NLP), particularly due to the challenges and com-
plexities associated with understanding and pro-
cessing multilingual text. Several studies have laid
the groundwork for addressing these challenges,
providing valuable insights and methodologies for
future research.

Pednekar and Saravanan (2023) addresses the
scarcity of resources for sentiment analysis (SA) in
mixed code languages by proposing the creation
of a gold standard dataset. Their research aims to
advance SA in underrepresented languages, high-
lighting the importance of high-quality datasets for
evaluating SA models in languages with diverse
code-mixing patterns (Pednekar and Saravanan,
2023).

Early work in the domain focused on identifying
the occurrence and patterns of code-mixing across
different linguistic contexts. A seminal study by
Solorio and Liu (2008b) explored part-of-speech
tagging for code-switched (a form of code-mixing)
data. Their research highlighted the need for tai-
lored NLP tools that can accurately process and
understand the grammatical structures of mixed-
language texts (Solorio and Liu, 2008a,b). Building
upon these foundational insights, subsequent re-
search has ventured into the sentiment analysis of

code-mixed texts. For example, Joshi et al. (2016)
developed algorithms that harness code-switching
to improve sentiment analysis in bilingual text cor-
pora. Their work underscored the potential benefits
of leveraging the linguistic features inherent to code-
switching for more nuanced sentiment detection.

In an effort to specifically address the challenges
posed by code-mixed text in Indian languages, Bar-
man et al. (2014) investigated code-mixing on In-
dian social media platforms. They created a cor-
pus of code-mixed text and developed classification
models that significantly improved the understand-
ing of sentiment within these multilingual datasets.

The complexity of code-mixing and its implica-
tions for sentiment analysis have also been ex-
plored through competitions and shared tasks. For
instance, the shared task on Sentiment Analysis for
Dravidian Languages in Code-Mixed Text, as part
of the Forum for Information Retrieval Evaluation
(FIRE), has provided a platform for researchers to
apply and evaluate various computational models
on code-mixed datasets, leading to significant ad-
vancements in the field (Chakravarthi et al., 2020).

Similarly, Tho et al. (2020) provides a systematic
literature review on code-mixed sentiment analysis
using machine learning approaches. Their find-
ings suggest that Support Vector Machine, Naïve
Bayes, and Logistic Regression are the most com-
mon classifiers for this task, with Support Vector
Machine exhibiting superior performance based on
accuracy and F1 scores (Tho et al., 2020). Jin
et al. (2023) offers a comprehensive review of text
sentiment analysis methods and applications, ex-
ploring a variety of feature extraction and repre-
sentation methods, including deep learning-based
approaches. This review serves as a foundation for
understanding the current status and development
trends in SA (Jin et al., 2023). Similarly, Zucco
et al. (2020) present a detailed study on sentiment
analysis (SA) tools and methods for mining texts
and social network data. Their analysis, based
on objective criteria, highlights the importance of
developing more advanced SA tools to enhance
end-user experience (Zucco et al., 2020). More-
over, Habimana et al. (2020) review deep learn-
ing approaches for various SA tasks, suggesting
that the future of SA models could benefit from in-
corporating advanced techniques such as BERT,
sentiment-specific word embedding models, and
attention mechanisms (Habimana et al., 2020).

3. Task Descriptions

We only participate in the first shared task, i.e.
Code-mixed less-resourced sentiment analysis.
This shared task aimed to address the complex-
ities of sentiment analysis in code-mixed data from
less-resourced similar languages, with a focus
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on Magahi-Hindi-English, Maithili-Hindi, Bangla-
English-Hindi, and Hindi-English language pairs
and triplets. These languages, belonging to the
Indo-Aryan language family and predominantly
spoken in eastern India, present unique chal-
lenges due to their linguistic similarities and low-
resource settings. An important aspect of this
shared task was the introduction of an unlabelled
test dataset for the code-mixed Maithili language
(Maithili-Hindi-English) (Rani et al., 2024b). Par-
ticipants were challenged to leverage the avail-
able training datasets from Magahi-Hindi-English,
Maithili-Hindi, Bangla-English-Hindi, and Hindi-
English to determine the sentiment of comments in
this target language.

Participants were tasked with exploring different
machine learning and deep learning approaches
to train models on the training and validation data
sets provided. The goal was to develop models
robust enough to perform well on code-mixed lan-
guage datasets, thus enhancing sentiment analysis
capabilities in multilingual contexts.

3.1. Evaluation
The shared task on CodaLab employed standard
evaluation metrics, primarily the average F1 score,
to assess participating teams’ models. The evalua-
tion also included precision, recall, and F1 scores
across sentiment classes for detailed analysis. Ini-
tially, teams accessed training and validation data,
with test data and the Maithili test set later released.
Two tracks were defined: one for determining polar-
ity in code-mixed settings and another for sentiment
analysis in code-mixed Maithili. Datasets were di-
vided into train, validation, and test sets, with a
70:15:15 ratio. For the combined language pairs,
training and validation sets were merged. Submit-
ted models were evaluated based on their ability
to predict sentiment labels on test data. Results,
including F1 scores, precision, and recall, were
provided to teams for analysis and discussion, of-
fering insights into code-mixed sentiment analysis
challenges and solutions.

4. Dataset

The dataset provided for the shared task comprised
annotated code-mixed text in three language pairs:
Magahi-Hindi-English, Bangla-English-Hindi, and
Hindi-English. Each comment or sentence in the
Magahi-Hindi-English and Hindi-English datasets
was labeled with four sentiment categories: Posi-
tive, Negative, Neutral, or Mixed (Rani et al., 2024a).
In contrast, the Bangla-English-Hindi dataset was
labeled with three sentiment categories: Positive,
Negative, or Neutral.

The Magahi-Hindi-English and Hindi-English

datasets were collected from various YouTube
channels and meticulously annotated with the as-
sistance of native speakers of the respective lan-
guages. This ensured that the data accurately
reflected the nuances of sentiment expression
in these code-mixed contexts. Additionally, for
the Bangla-English-Hindi dataset, the SentMix-3L
dataset by Raihan et al. (2023) was utilized. This
dataset provided a rich collection of code-mixed
text in Bangla, English, and Hindi, offering valuable
insights into sentiment analysis in a multilingual
context.

Participants in the shared task were allowed to
leverage external resources, provided they were
openly available and could be used by other partic-
ipants for research purposes. Proper citation and
detailed information about any external dataset uti-
lized were included in the system description paper
submitted by participants. Overall, the dataset of-
fered a diverse collection of code-mixed text across
different language pairs and sentiment categories,
enabling participants to develop and evaluate mod-
els robust enough to handle sentiment analysis in
code-mixed data from less-resourced similar lan-
guages.

5. System Description

Our system for sentiment analysis in code-mixed
texts employs a multi-step approach, leveraging the
capabilities of large language models (LLMs) and
the multilingual BERT (mBERT) model to accurately
process and analyze sentiment in less-resourced,
code-mixed language data. As shown in Figure 1,
our methodology consists of the following steps:

5.1. Decomposition of Code-Mixed
Language into Individual Languages

The first step in our approach involves decompos-
ing the code-mixed language data into its con-
stituent languages. This process is crucial for han-
dling the intricacies of code-mixed texts and allows
for more accurate subsequent analysis. We utilize
three prominent LLMs: Mistral, LLama (Touvron
et al., 2023), and Gemma, to perform this decom-
position. By prompting these models with the spe-
cific languages present in the code-mixed text, as
illustrated in Figure 1, we effectively separate Hindi-
English code-mixed language into individual Hindi
and English components. This decomposition aids
in the further processing and understanding of the
text.

5.2. Finetuning mBERT
We use mBERT for two major objectives: Named
Entity Recognition (NER) and label prediction.



69

Finetuning with 
mBERT

Label

NER
We support khan sir, 

jinko problem hai khan 
sir ke video se vo 

Pakistan ja Sakta hai. 

Code-Mixed Text

Decomposition into 
Individual Languages

Large 
Language 

Model

We support Khan sir, those who 
have a problem with Khan sir's 

video can go to Pakistan.

हम खान सर का समर्थन करते हैं, 
जिनको खान सर के वीडियो से परेशानी 

है वो पाककस्तान िा सकता है।

Large 
Language 

Model

Final 
Labels

Figure 1: System Description of Our Approach

5.2.1. Use of mBERT for NER

For NER: We employ mBERT (Devlin et al., 2019),
a model pre-trained on multiple languages, to per-
form NER on the decomposed language texts.
NER is instrumental in identifying key entities within
the text, providing valuable context that enhances
the sentiment analysis process (Li et al., 2020).
mBERT’s ability to understand multiple languages
makes it particularly suited for this task, enabling
accurate entity recognition in all language compo-
nents of the code-mixed text.

5.2.2. For Label Prediction

Additionally, we leverage mBERT for the prediction
of sentiment labels in the test dataset. By fine-
tuning mBERT with our training data, we are able
to classify the sentiment of code-mixed texts effec-
tively. The fine-tuned mBERT model is then used
for inference on the test data, predicting the senti-
ment labels with a high degree of accuracy.

5.3. Large Language Models for Final
Decision

In the final step of our approach, we integrate
the outputs from the previous steps—including the
NER results, sentiment labels from mBERT, and the
decomposed language components—into a com-
prehensive input for a large language model. This
LLM is tasked with making the final sentiment anal-
ysis decision. By providing the LLM with a holistic
view of the text, including both the original code-
mixed form and the derived insights from mBERT
and language decomposition, we enable it to lever-

age all available information for conflict resolution
and final sentiment classification. This step is cru-
cial for resolving any discrepancies between the
sentiment labels predicted by mBERT and the nu-
ances captured through NER and language de-
composition, ensuring a cohesive and accurate
sentiment analysis outcome.

This multi-step approach leverages the comple-
mentary strengths of LLMs and mBERT, facilitating
a nuanced and effective analysis of sentiment in
code-mixed texts, particularly in the context of less-
resourced languages. Through this methodology,
we address the challenges posed by code-mixing
and provide insights into the sentiments expressed
in multilingual communities.

6. Results

Our participation in the first shared task—Code-
mixed less-resourced sentiment analysis—yielded
notable results across various language combi-
nations, including Bangla-English, Hindi-English,
Magahi-Hindi-English, and Maithili-Hindi-English.
We evaluated our model’s performance using three
distinct Large Language Models (LLMs): Mistral,
Llama, and Gemma, across the criteria of macro-
averaged F1 score, precision, and recall. Table 1
summarizes our findings.

In the Bangla-English combination, Mistral out-
performed its counterparts with a macro-averaged
F1 score of 0.67, precision of 0.76, and recall of
0.68. This result indicates Mistral’s superior capa-
bility in handling the intricacies of Bangla-English
code-mixed texts. For the Hindi-English dataset,
Gemma led with a macro-averaged F1 score of
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Language Combination LLM Macro-Averaged F1 Macro-Averaged Precision Macro-Averaged Recall

Bangla-English
Mistral 0.67 0.76 0.68
Llama 0.34 0.58 0.41

Gemma 0.64 0.66 0.63

Hindi-English
Mistral 0.31 0.38 0.47
Llama 0.28 0.36 0.32

Gemma 0.34 0.35 0.39

Magahi-Hindi-English
Mistral 0.23 0.39 0.39
Llama 0.21 0.29 0.19

Gemma 0.26 0.28 0.27

Combined*
Mistral 0.33 0.40 0.38
Llama 0.26 0.33 0.28

Gemma 0.35 0.36 0.36

Maithili-Hindi-English
Mistral 0.13 0.26 0.27
Llama 0.35 0.36 0.36

Gemma 0.24 0.26 0.31

Table 1: Performance of our model with different datasets. *The combined language represents Bangla-
English, Hindi-English and Magahi-Hindi-English datasets altogether.

0.34, albeit Mistral showed better performance in
terms of precision and recall. This suggests that
while Gemma was more effective overall, Mistral
was better at identifying relevant instances, albeit
with a higher rate of false positives.

Magahi-Hindi-English texts, which represent
a more challenging setting due to their triple-
language mix, saw Gemma performing the best in
terms of the F1 score. However, Mistral consistently
showed higher precision and recall, indicating its
effectiveness in accurately classifying sentiments
in this complex language mix. When evaluating
the combined dataset, which includes all language
pairs, Gemma again demonstrated the highest F1
score, highlighting its robustness across multiple
code-mixed settings. Mistral, however, maintained
higher precision and recall scores, reinforcing its
efficiency in identifying sentiment with greater ac-
curacy.

Notably, the Maithili-Hindi-English combination
presented a unique challenge. In this case, Llama
achieved the best performance across all metrics,
underscoring its effectiveness in dealing with the
code-mixed Maithili language. This performance
emphasizes the potential of LLMs in addressing
sentiment analysis in less-explored language com-
binations. These results highlight the ability of
our approach in leveraging LLMs for sentiment
analysis in code-mixed texts. The varied perfor-
mance across different models and language com-
binations shows the importance of model selec-
tion based on the specific linguistic characteristics
of the target data. Our findings contribute to the
broader understanding of sentiment analysis in mul-
tilingual contexts, especially within less-resourced
languages.

7. Conclusion

In conclusion, our exploration of sentiment analy-
sis in code-mixed and code-switched texts across
less-resourced languages demonstrates the signif-
icant potential of leveraging Large Language Mod-
els (LLMs) such as Mistral, Llama, and Gemma.
Our methodology, which intricately combines lan-
guage decomposition, named entity recognition
(NER), and sentiment classification, showcases a
novel approach to navigating the complexities inher-
ent in multilingual sentiment analysis. The results
across various language combinations underscore
the importance of model and technique selection
tailored to the specific challenges posed by each
language mix. Through this work, we not only con-
tribute to the understanding of sentiment analysis
in the context of code-mixed and code-switched
languages but also highlight the importance of de-
veloping NLP tools that are inclusive of linguistic
diversity. Our findings pave the way for future re-
search to further refine these methods and expand
the scope of sentiment analysis in multilingual and
multicultural societies, ensuring that NLP technolo-
gies remain responsive to the nuances of human
language and emotion.
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