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Description
Resource Building
Syntactically annotated treebank
UD Framework
4881 annotated tokens
ML-based Tagger and Parser
Data Source: BLTR
Domain: news and non-fiction
5000 sentences (105,174 tokens)
254 sentences(4881 tokens ) manually annotated
XPOS and UPOS tags
Support: Hindi Treebank | BIS Tagset
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Bhojpuri

57.49% UAS | 45.50% LAS 
79.69% UPOS  | 77.64% XPOS

Accuracy

Indo_Aryan Language
Bihar | Jharkhand | Uttar Pradesh
Nepal | trinindad | Mauritius | Guyana | Suriname | Fiji
Speakers: 50,579,447
Resource Poor Language for ML

Statistics of morphological  features

Statistics of UPOS tags

UD relations. Out of 37 we use 30

Accuracy of a UDPipe model trained on the Hindi UD
treebank (HDTB) and applied to the first 50 Bhojpuri
sentences.

UDPipe accuracy  of the conducted  experiments

Learning curve of the Bhojpuri models
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